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1 Introduction

The area of controlled diffusion processes include various settings: probably, the most
developed is the directions of the finite horizon one (in turn, split into some futher
sub-areas which we do not discuss); infinite horizon settings are “split” into discount
long-term control, averaged long-term control and total expected long-term control.
The present paper relates to the averaged long-term control.

Discrete time controlled models with averaged ergodic control were considered
in the monographs [5], [7, K], [14], [18] and in some others; many important journal
references can be found therein.

For continuous time, Mandl establishedin his book [13] apparently first results on
ergodic averaged control for controlled 1D diffusion on a finite interval with bound-
ary conditions including jumps from the boundary. He established the HJB (Bell-
man’s) equation and proved uniqueness of the couple up to a constant for the first
component. Improvement of control was also briefly discussed, however, without
convergence.

Morton [15] considered a 1D case (in fact, a multi-dimensional case was treated
in this paper, too, under somewhat stronger assertions: we do not touch multi-
dimensional processes in the present paper), with a price function defined by
without any relation to (see below for both). Morton proved ([I5, Theorem 1])
that the optimal price does satisfy an ergodic Bellman’s equation and also that the
policy determined by argsup in Bellman’s equation is optimal within some rather spe-
cial class of Markov policies which are fixed functions outside some bounded interval;
he also established a certain inequality for the optimal price and for any solution of
Bellman’s equation; neither uniqueness for the solution of Bellman’s equation was
established, nor convergence of the RIA (reward improvement algorithm, see below)
towards a solution, although, the RIA itself has been mentioned.

Later in the 80s the monograph [3] considers ergodic control for diffusion pro-
cesses. In the works [I] and [2], 1D diffusions are treated among other settings
with “relaxed control”, under certain recurrence assumptions and under two types of
condition, “stable” or “near-monotone”. For some technical reasons, control in the
diffusion coefficient is not allowed. In this setting, the paper establishes Bellman’s
equation, existence, uniqueness, and convergence of the RIA.

In the present paper, a 1D diffusion is considered for which both drift and diffu-
sion coefficients may depend on the control; the latter is understood as a “Markov
feedback” one. So called relaxed control is not considered here. In this paper we
only study weak solutions of SDEs. Although, the ideas for both — strong and weak
solutions — cases are similar, it is difficult to combine them both in one text. Recall



that weak SDE solution assume that, generally speaking, for each new SDE with a
new pair of coefficients, it may be required to change Wiener process and possibly
the whole probability space as well. However, we never compare the trajectories
of two solutions in one formula, so that there is no confusion about a probability
space. In fact, the authors’ view is that control for strong solutions is, of course,
more sensible because there is no need to think what does it mean that probability
spaces may change. Yet, controlled weak solutions are also popular in the literature,
and it turns out that some technicalities are easier in this case. This is why the weak
solution setting has been chosen for this paper. Another article will be devoted to
strong solutions in the near future.

The whole idea of this paper for either setting, weak or strong, relates also to
the presentation in [I0, Ch.1, section 1] where one of the explanations of the idea of
Bellman’s equation is given deliberately a bit non-rigorously, on some example related
to the infinite horizon control. This paper is an attempt to make this presentation
rigorous by changing the setting, at the price of losing some of the simplicity of
course. However, it is worth mentioning that in the “more standard” finite horizon
or infinite horizon with discount settings, the class of admissible strategies is wider,
although it is known that feedback or “Markov” strategies are sufficient. In the
ergodic averaged control, we only consider homogeneous feedback strategies and do
not allow any wider class of strategies.

The paper consists of five sections: 1 — Introduction, 2 — Setting, 3 — Assumptions
and Auxiliaries, 4 — Main result(s) and 5 — Proof(s).

2 Setting

Given a standard probability space (2, F, (F;), P) and a one-dimensional (F;) Wiener
process B = (By);>0 on it we consider a one-dimensional SDE with coefficients b, o
and a control parameter o described as follows:

dXy = b(a(XP), X7)dt + o(a(X7), X7) dWs, ¢ >0,

(1)
Xy = xzeR

Its (weak) solution does exist [I1] and under our conditions — 1D, boundedness of all

coefficients and uniform non-degeneracy (or ellipticity) of o? — is weakly unique.
Let a non-empty compact set U C R be a range of possible control values. With-

out any further reminder U being compact is always bounded. Let b: U x R — R,



0:UXxR—=R,a:R— U be given Borel functions (some more regularity assump-
tions will be presented later).

Denote the (extended) generator, which corresponds to the equation (1)) with a
fixed function a(-) by L* :

N 0 1 0?
L(z) = b(a(x), )% + 39 *(a (x),x)w, r €R.

Given a running cost function f : U x R — R from a suitable function class
we aim to choose an optimal (in some relaxed setting, at least, “nearly-optimal”)
control strategy a: R — U (Markov homogeneous, or, in another language, Markov
feedback strategy) such that the corresponding solution X minimizes the averaged
cost function

p%(x) == limsup % /0 E. f(a(X}), X}) dt. (2)

T—o0

By K we denote the class of strategies @ : R — U which are Borel measurable.
For convenience for every o € K we define the function f* : R — R, f*(z) =
f(a(z),z), x € R. Now, instead of([2)) we can use the equivalent form,

1 [T
p*(x) = limsup T / E, fo(X7)dt
0

T—o0

Finally, the “minimax” cost function is defined by the expression

ack T 00

1 [T
p(x) := inf lim sup T / E, f*(X}) dt. (3)
0

Suppose that for every a € K the solution of the equation (1)) X* is an ergodic
process, that is, there exists a unique limiting distribution p® of X, t — oo, the
same for all initial conditions Xy = x € R. Then it is true that for every x € R,

() = p° 1= / Fo() e (da) = (f, 1), (4)

and

p(z) = p = mf/f“ dr) = mf (f7, p%). (5)

acll

(Note that under our assumptions p does not depend on z.) Ergodicity requires
special conditions on the characteristics b, o, ; they will be later specified in the
next section. (Here we do not want to restrict ourselves to particular technical



assumptions because it is likely that they may allow certain variability.) We also

define -
v (x) = / E.(fY(X])—pY)dt, «ae€k.
0

This integral will converge under the recurrence assumptions below.

Solutions of the equation (1)) will be understood as weak ones. Correspondlingly,
the ergodic HJB equation @ — see the next paragraph — will be established for
the weak solution setting, altough it actually holds for both; however, strong SDE
solutions will be treated separately in anoter paper. The main difference is that in
the strong setting, the optimal strategy may not exist, which could be considered as
a bit less convenient; one more difference lies in the convergence issues. On the other
hand, strong SDE solutions are, of course, more natural.

The first goal of the paper is to prove that the cost p — which is a constant in the
ergodic setting — is the component of the pair (V) p), which is a unique solution of
the ergodic HJB or Bellman’s equation,

Inf LV (2) + f'(x) ~ ] =0, z€R, (6)
where V' will be unique up to an additive constant, while p will be unique in the
standard sense. The meaning of the function V is that it coincides with v® for the
optimal strategy « if the latter exists, and this function is the main tool for finding
the optimal or close to optimal strategies.

The second goal is to show that the “RIA” algorithm (“reward improvement
algorithm”, or, in some papers, “PIA” for “policy improvement algorithm”) provides
a sequence of convergent approximate costs, p, — p, n — oco. It is interesting that
under our minimal assumptions of regularity on strategies for the weak setting it is
yet possible to justify a monotonic convergence p,, | p, n — oo, of the “exact” RIA,
unlike for the strong setting; compare to [10, Krylov, ch.1, §4] it looks necessary —
or, at least, natural — to work with “approximate” RIA (called Bellman—Howard’s
iteration procedure there) and regular — Lipschitz — strategies.

Concerning equation @, it may look like it lacks some boundary conditions:
indeed, a 2nd order PDE normally does require some boundary conditions, which,
for example, in the considered 1D case simply mean two boundary conditions at two
end-points if the equation is on a bounded interval. However, this is the equation
“on the whole space” and we are going to solve it in a specific class of functions V' —
namely, bounded, or, at most, moderately growing, — which in some sense substitutes



the (Dirichlet) boundary conditions at +oo. In fact, this situation is similar to the
non-controlled setting of the Poisson equation “on the whole space”, see, e.g., [16].

Also let us emphasize that unlike in the finite horizon case, here in the average
ergodic control setting, the solution of the HJB equation is a couple (V, p), where p
is the desired cost while V' is some auxiliary function, which also admits a certain
interpretation in terms of control theory.

Concerning uniqueness, we note that, clearly, with any couple (V,p) and any
constant C, the couple (V + C,p) is also a solution. There are two close enough
to each other options how to tackle this fact: either accept that uniqueness will be
established up to a constant, or to choose a certain “natural” constant satisfying
some “centering condition” as will be done below. In any case, for computing the

optimal strategy this additive constant is of no importance because in any case and
for any control L'V = L*(V + ().

3 Assumptions and auxiliaries

To ensure ergodicity of X® under any feedback control strategy o € K, we make the
following assumptions on the drift and diffusion coefficients.

(A1) The function b is bounded, C*! in z, and

lim sup zb(u,z) = —o0. (7)
lz| =00 uelr

(A2) The function o is bounded, uniformly non-degenerate and C! in .
(A3) The function f is bounded.
(A4) The function o is continuous in u.
(A5) The set U is compact.

The assumption (Al) may be relaxed a little bit. The assumption (A5) is required
only so as to attain the inf values in the expressions like ().

We will need the following

Lemma 1. Let the assumptions (A1) — (A4) be satisfied. Then the cost function v®
has the following properties:



6.

e

There ezist C,m > 0 such that sup, |[v*|(z) < C(1+ |z|™).

«

Y 1S continuous.

o 2
v EWp

Jloc

for any p > 1.

v satisfies a Poisson equation in the whole space,
Lo (x) + f¥(x)— < f* u® >=0. (8)

Solution of this equation is unique up to an additive constant in the class of
Sobolev solution with a no more than some (any) polynomial growth for v®.

< v pu* >=0.

Note that the condition 3 in the 1D case is equivalent to saying that v*, (v*)’, (v*)"” €

L

p,loc

for any p > 1 ). In higher dimensions there is no such simple equivalence.

Proof. All claims follow from [20] and [I7]; see also [9, Lemma 4.13 and Remark

43).

]

Lemma 2. Let the assumptions (A1) — (A3) hold true. Then,

o For any Cy,my > 0 there exist C;m > 0 such that for any strategy o € KC and
for any function g growing no faster than Cy(1 + |x|™),

sup [Eg(X7)] < C(1+ [2["). (9)

e For any strategy o € K the function p® is a constant, and there exists C' < 0o
such that
sup |p?] < C' < 0. (10)

e For any o € IC, the invariant measure u® integrates any polynomial:
/|x|mua(dx) < 0.

Proof follows from [20] and [17].



Remark 1. Note that because of D = 1, under the assumptions (A1)-(A2) for any
a € K there is a unique stationary measure pu®, and it is equivalent to the Lebesgue
measure A. The latter follows from the well-known explicit representation of the
stationary density (here b(z) = b(a(x), x) for some — any — fized o),

exp( / "(2B/0%) () dy),

with a normalizing constant c. Recall that it may be easily checked, e.g., as follows.
Let v(x) = gexp(/ (2b/0*)(y) dy). Since o?f(x)/2 = v(z), and V'(z) = 3—21}@) =
_ 0

b (), we find

L () = 5(0*(@)f(@))" — (Ba) (@) = (&) — (@' (2)) =0,

as required.

4 Main result

Recall that the state space dimension is D = 1 and that all SDE solutions with any
Markov strategy may be weak (although, if by any chance some of them are strong,
it would not be a contradiction); we want them to be unique in distribution, strong
Markov and ergodic. All of these follow from [II] and from the assumptions (A1)
and (A2) (see [20] about ergodicity).

The “exact RIA” reads as follows. Let us start with some homogeneous Markov
strategy g, which uniquely determines pg = p® = (f*, u*) and vy = v*°. Next,
for any couple (v, p) such that v € C? or v € W;?,loc with any p > 0, and for p € R,
define

Flo, p)(x) = inf [[*0(z) + f(2) - p).

Now, by induction given «,, p, and v,, the next “improved” strategy «,,.; is defined
as follows: for any =,

Lo (z) + [ (@) = po = Flvn, pul(). (11)
which is equivalent to

Lot () + fo 4 (2) = inf [Lon () + f*(2)] =: Glog](2).

8



We assume that a Borel measurable version of such a strategy may be chosen. In our
situation for each z the set Arginf, (F"[v, p|(z)) is closed. In this case the existence
of such Borel strategy is proved in [0, Remark 3, Proposition 2, & Theorem 5] with
a reference to earlier papers, or in [4, Theorem 1] where it is called Stschegolkow’s
Theorem with a reference to [I12, Theorem 39]. Note that by some reason the name
of the second author of [I2] in the reference [4] is missing; in turn, in [6] the reference
to the paper [19] is given with a wrong year (1943 instead of the correct 1948). In
any case, the result in question is, apparently, due to E.A. Schegolkov (Stschegolkow)
[19].
The value p, 1 is then defined as

Pn+1 = <f04n+1’ Man+1>’

where, in turn, p®+! is the (unique) invariant measure, which corresponds to the
strategy a,,+1. Recall that

vn(z) = / TE(f (XY — pu)

and

Un—&-l(x) - / Em(fanﬂ (X;XnH) - pn—i—l) dt.
0

Theorem 1. Let the assumptions (A1) — (A5) be satisfied. Then:

1. For any n, pny1 < pn, the sequence p, is bounded, and there is a limit p, | p.

2. The sequence (v,) is tight (pre-compact) in C?[l1,{5] on any interval [(1, (o],
and there ezists a limit lim,,_, v, (x) =: 0(x).

3. The couple (0, p) solves the equation (0]); also, ?" € Lip locally.

4. This solution is unique in the class of functions growing no faster than some
(any) polynomial and belonging to the class Wp%loc for any p > 0.

5. The component p in the couple (0, p) coincides with p.

6. If there is a couple (V(x),,ﬁ) with V' growing no faster than some polynomial,
such that sup,, |F[V, pl(z)| < €, then |p — p| < e.

5 Proof

1. Due to and (§),
pn = P = ([, 1) = L, (x) + f(2)

> inf[L oy () + f(2)] = L on(2) + o (2),



and
Pt = Lo v, () + fOr 1 ().

So,

pn = Pyt = (LOt1w, + fort)(z) — (Lo oy + for0)(x)

= (L1, — Lo+ 0,40 )(x).

Now let us apply Ito’s formula with expectations (also known as Dynkin’s for-

mula) to (v, — vnp1)(X™):

Epvn (X)) = Epvn1 (X7) — (@) + vnga (2)
t

=E, / (L, — LYy, ) (X3 ds
0

t
< Ex/ (pn - pn—i-l) ds = (pn - pn—H) t.
0

Since the first term E v, (X)) — Epvn1 (X)) — va(2) + vaqq(x) in this double
(in)equality is bounded for a fixed z, divide all terms of the latter inequality by ¢
and let t — co. We get,

O S Pn — Pn+1,

as required.

Hence, p, > pni1, so that p, | p (since p, is bounded from below for bounded
f%) with some p. Thus, the RIA does converge, although so far we do not know
whether p = p.

Note that clearly p > p, since p is the inf over all Markov strategies, while p is
the inf over some countable subset (a sequence) of them. We shall see later that they
coincide: p = p.

Recall that now we want to show that v,, — © such that the couple (9, p) satisfies
the HJB equation @, and that p — as well as ¥ in some sense — here is unique.

2. What we want to do is to pass to the limit in the equation

Loy, (x) + f* 7 (2) — pnp1 =0, as n — oo,

10



after having showed compactness of the set (v,) at least in C! (and later on in C?).

Denote
Glv,] = inf(L%, + f*) (= L**'v, + for+),

and
Fy[z, v, p] == inf[b* + f* — p](z) = inf |b* + f* - P ] (x),

av
where

a'(r) = S @), () = 0'(2) fa" (),

fi(x) = fi(x)fa"(z), p"(x) = p/a"(x).

Note that due to non-degeneracy of o2, the equation (slightly abusing notations, we
stop repeating that in most cases equalities are a.s.)

L1011 (2) + f2 (2) = pags = 0 (12)

implies uniform boundedness of (v/?) (so, in particular, (v,) is tight, at least, in C*
on any bounded interval in R). Also, we have,

Glon] = pn = Lo on () 4[4 () = pn.
Further, note that
Gloa] = pn = Wf[L%, () + [*(x) = pa] < 0.
By subtracting zero from G[v,| — pn, we obtain

Glon] = pn = L5 (0n(2) = V12 (%)) = (0 = Posa), (13)

3. Now we want to show that
o'(x) —'(r) + /x Fi[s,v'(s), p]ds = 0, (14)
which implies by differentiation that
" (x) + Filz, v, p](z) = 0. (15)

Note that, in fact, this equation is equivalent to the HJB equation @

11



Let us now show why indeed, implies and, hence, also . Let us

divide all terms in by ani1 := a**+': we obtain,

Gloal(x) = pn)

Ap+1

0>(

= (vn(2) = vy (2)) + (b (vl — Upt1)) — %

> () 31 (2) — 0 () — 1 ()] = (n — ).

So, we have already established that

" " K / / Pn — Pn
(/Un<x) - Un—&-l(m)) - F‘vn(x) - Un+1($)| - Tﬂ <0.

The next trick is to note that again due to (16])

0> Glon] = pn 2 ant1 (v — vny1) — C'loy, — V| = (Pn — prsr),
which after division by a,; implies that

0 > ,U;Z + Fl[viwpn] > ((U - UnJrl) C|U n+1’) C(pn - anrl)-

(16)

(17)

(18)

Now integrating with a note that (v,) is tight in C', — whence, v/, — ¥/
and v, ; — 0" in C' on any finite interval over some subsequence n' — oo, — we get

with x > r,

0 > vp(x) = v (r) + / Fils, 3 (5), pw] ds = Clpw = pursr) (@ —7)

> / (v = V1) (8) = Clogy = v () ds = Clow — pwa) (@ —7)

= V() = 0 (1) = Vg1 (%) + Uy (1)

~C [ 10t = teal(6) ds = Clpw = ) =)

Hence, we have established the following double inequality,
02 via) =)+ [ Aluis)pa) = Clow = press)(o = 1)

12



> vy, (z) — vy, (1) — vy 4 (2) + V) (1)
(19)

e / o, — o,y [(8)ds — Clow — prst)( — 7).

Since v,y — v and v/, — ¥’ in C on any bounded interval, and since p,, | p and,
hence, p, — pne1 — 0, we get from the inequality that in the limit as n’ — oo:

0> (x)—9'(r)+ lim sup/ Fi[v),(s), pw] ds

n/—o00

> 0'(x) — o'(r) + lim inf/ Fi[v),(s), pw]ds > 0,

/
n' —oo r

the latter inequality due to the fact that the right hand side in , clearly, goes
to zero. Note for the sequel that the limit v is necessarily bounded along with its
derivative ¢’ on any bounded interval.

Here Fi[s,v](s), pn] — Fils,v'(s), p], because v/ (s) — v/(s) and p, — p, while
Fi[&,n] is continuous (and even Lipschitz continuous) in (£, 7), since

‘F1[87§777] - Fl[saglan/”

B, e ] e )
pk PSR au@)} uf[au<3)f+au(5> ()|
< sup S g1+ L] < e — g+ 1 - ),

So, from we obtain the desired equation . This, in turn, implies © € C?, and
by differentiation we get the equation ((15)) equivalent to the HJB equation @,

v"(z) + Filz, v, pl(z) = 0. (20)
Also, it follows that 9" is bounded on any bounded interval.
4. Further, Fi[s, ¥, p|(s) is locally Lipschitz in s. Indeed, since ¢’ is Lipschitz and

since both ¢’ and " are bounded on any bounded interval, for any N > 0 we have

13



for |s|,|s'| < N,

I I O B L T
=t e T ) au<s>} it [a%s') )+ )~ )|
) B o
< up(’a“(s) () (Z“(S’) ( )|+‘6L“(8) au<5/>’)§CN| ’

Hence, it follows from that also locally,
0" € Lip,

as required.

5. Uniqueness for p. Suppose there are two solutions of the (HJB) equation, v!, p!
and v?, p? with a polynomial growth for v*. Denote v(z) := v!(x)—v*(z) and consider
two strategies o (z) = argsup,, (L"v(z)) and as(z) = arginf,(L"v(z)), and denote by
X} a (weak) solution of the SDE corresponding to each strategy «;. (It exists and is
weakly unique.)

Note that

ho(z) := inf, (L*v(x) + p' — p?)
= inf, (L"'(2) + f4(x) + p' — (L“0%(z) + f*(z) + p?))

< inf(LUv'(2) + f(z) + p') — inf(LU?(z) + f(z) + p?) =0,
and similarly,

hi(z) = sup, (L*v(z) + p' — p?)
= —inf, (L*(~v)(2) + p* = p')
= —inf, (L"*(z) + f*(z) + p* — (L' () + f*(z) + p'))

> — [inf, (L"0*(x) + f*(z) 4 p°) — inf, (L"0" (x) + f*(z) 4+ p')] = 0.

14



We have,
L*v(x) = hy(z) + p* — p,

and
L*(x) = hy(z) + p* — p'.

Further, Ito’s (Dynkin’s) formula is applicable. So,

t
E,v(X}) —v(z) = Ex/ L*v(X}))ds
0

! 1 2 1, 20, 1
ZEx/ hi(X;)ds+ (p"—p )t = (p"—p)t
0

Here the left hand side is bounded (z fixed) due to the Lemma [2| so, we obtain,

p1—p2 = 0.

Similarly, considering as and using hy < 0 we conclude that

t
E.v(X?) —v(z) = ]Egg/ L*v(X?)ds
0

t
=B, [ h(2)ds+ (7 - )t
0

so, due to the boundedness of the left hand side (Lemma ,

t
p' — p* =liminf(t 'E / ho(X?) ds) (h2<SO) 0
t—0 v s - ’

0

Thus, eventually,
pP1 = pP2-

6. Proof of the equality p = p. We have seen that for any initial (g, po), the
sequence p,, converges monotonically to p, which is a unique component of solution
of the Bellman equation @

Hence, given some (any) € > 0, take any initial strategy g such that
po=p" <p+te

15



Then, clearly, the corresponding limit p will satisfy the same inequality,
p=Ilimp, < p-+e

Due to uniqueness of p as a component of solution of the equation @ and since € > ()
is arbitrary, we conclude that

AN

p=p

But also p > p. So,

™
I
S

7. Uniqueness for V. Let us have another look at the earlier equations, replacing
p* — p* by zero (due to the uniqueness of p just established):

E.v(X}) —v(z) = Ex/o hi(X})ds.

Suppose h; > 0 and p(z : hi(z) > 0) > 0. Due to the ergodicity, it follows that
(h1,11) > 0, which contradicts to the zero left hand side after division by ¢ and
t — oo. So, we conclude that

hl = O, M1 — a.s.
Since g1 ~ A (see the Remark [1]), we obtain that
E,v(X;) —v(z) =0,

t
due to Krylov’s bound ]Ex/ hi(X!)ds < NyJ|hi|z, = 0.
0

Further, from
E.v(X}) —v(x) =0,
and due to the last statement of the Lemma [2 it follows that
_ 1 1y _
o(@) = lim E,o(X)) = (v, m).

Hence, v(x) is a constant. Recall that uniqueness of the first component V is stated
up to a constant, and it was established that

v'(x) — v*(z) = const.

16



8. Epsilon-approzimation for p. Denote k(z) := F[V,p|(z). Let (V,p) be the
solution Qf the equation @ and firstly let us apply Ito’s formula with expectations
to (V — V)(X}") where the strategy « is optimal for V:

EV(X?) —E, V(X)) — V(z) + V(z) = E, /t(LO‘V — LOV)(X%) ds
0
—E%AQFV+f“+p—L%”<ﬁ—ﬁXXﬁd&+@—pﬁ
t A
B, [ (V£ X ds (- )t
0
< —]Ex/ inf(LYV + f*+ p) (X)) ds + (p — p)t
0 u

—@—pﬂ—Eﬁko?M&

Since the left hand side here is bounded for a fixed z, divide all terms of the latter
inequality by ¢ and let £ — co. Then due to the assumption inf k£ > —e¢, we get,

p—p= (21)

Secondly, let us apply Ito’s formula with expectations to (V' — V)(Xf‘) where this
time the strategy « is optimal for V' (i.e. where the inf, G*[V](x) is attained):

EV (X)) — EV(X®) — V(z) + V(z) = K, /t(LO‘V — L°V)(X)ds
0
:E%AuﬂV+f“+p—L%%<ﬂ—ﬁxXﬁd&+@—pﬁ
2B, [ (LY + £ )X~ (L7 4 4 XD ds + (5= p)t
0 u

:@—pﬁ—E%[k@?N&

Since the term EV (X®) — B,V (X®) — V(z) 4+ V(z) here is again bounded for a fixed
x, divide once more all terms in the whole calculus by ¢ and let ¢ — oco. Then due

17



to the assumption sup k < €, we get,
p—p<e (22)

So, by virtue of and , the last claim of the Theorem is proved.

Remark 2. [t seems plausible that for the last statement of the Theorem we could
have assumed that the function k — i.e., the function F[V, p|(x) in the last Theorem’s
claim — is small in some integral norms, too. Also, at the moment we do not know
how the Theorem [1] could be possibly extended to a multi-dimensional case, although,
it would be nice to have such an extension. Generally, there is a hope that results
on average long-term control will find applications in the area related to long-term
insurance and reinsurance mathematical models.
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