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1. Introduction

We consider the Cauchy problem for a nonlinear Fokker–Planck–Kolmogorov equation

$$\partial_t \mu_t = \sum_{1 \leq i,j \leq d} \partial_{x_i} \partial_{x_j} (a^{ij}(x) \mu_t) - \sum_{i=1}^d \partial_{x_i} (b^i(x, \mu_t) \mu_t), \quad \mu_0 = \nu,$$

(1.1) in which the nonlinearity originates from the dependence of the drift term $b$ on the unknown solution. This equation is understood in the sense of the integral identity

$$\int_{\mathbb{R}^d} \varphi(x) \mu_t(dx) - \int_{\mathbb{R}^d} \varphi(x) \nu(dx) = \int_0^t \int_{\mathbb{R}^d} \left[ \text{trace} \left( A(x) D^2 \varphi(x) \right) + \langle b(x, \mu_s), \nabla \varphi(x) \rangle \right] \mu_s(dx) \, ds, \quad \varphi \in C^\infty_0(\mathbb{R}^d).$$

(1.2)

Solutions to the stationary equation

$$\sum_{1 \leq i,j \leq d} \partial_{x_i} \partial_{x_j} (a^{ij}(x) \mu) - \sum_{i=1}^d \partial_{x_i} (b^i(x, \mu) \mu) = 0$$

(1.3)

are defined similarly by means of the integral identity

$$\int_{\mathbb{R}^d} \left[ \text{trace} \left( A(x) D^2 \varphi(x) \right) + \langle b(x, \mu), \nabla \varphi(x) \rangle \right] \mu(dx) = 0, \quad \varphi \in C^\infty_0(\mathbb{R}^d).$$

(1.4)

For a recent detailed presentation of the theory of linear Fokker–Planck–Kolmogorov equations, see [10], where also some comments on nonlinear problems can be found.

Our main result (Theorem 3.1) gives sufficient conditions for the existence of a stationary probability solution $\mu$ and the exponential convergence to this stationary solution in total variation norm. To be more precise, we obtain a bound

$$\|W \cdot (\mu_t - \mu)\|_{TV} \leq \alpha_1 e^{-\alpha_2 t}$$
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with a suitable growing function $W$ (so that the left-hand side dominates the usual total variation norm). Informally, our results are of the following nature: the drift term $b$ in the nonlinear equation depends on a parameter $\varepsilon \geq 0$ such that for $\varepsilon = 0$ the equation has certain nice properties, for example, becomes linear (actually, the situation is more general) with reasonable properties, then for $\varepsilon$ small enough both the original nonlinear equation and the stationary equation are solvable and we have exponential convergence in total variation norm with a weight.

First of all we consider the following very typical example demonstrating phenomena arising in the study of convergence of solutions of a nonlinear Fokker–Planck–Kolmogorov equation to the stationary distribution.

**Example 1.1.** Let $d = 1$, $A = I$ and $b(x, \mu) = -x + \varepsilon B(\mu)$, where

$$B(\mu) = \int_{\mathbb{R}} x \mu(dx).$$

In case $\varepsilon < 1$ the unique solution of the stationary equation is the standard Gaussian measure $\mu$ (see, e.g., [9]). One can show that the transition probabilities $\mu_t$ forming the solution to the Cauchy problem (1.1), for every initial condition $\nu$ (with a finite first moment), converge exponentially to the stationary measure. This is discussed in Remark 3.7 along with the case $\varepsilon > 1$. If $\varepsilon = 1$, then every measure $\mu$ given by a density

$$\varrho_\alpha(x) = \frac{1}{\sqrt{2\pi}} \exp\left(-|x - a|^2/2\right), \quad a \in \mathbb{R}^d,$$

satisfies the stationary equation. It is readily seen that the measures $\mu_t$ converge to that stationary measure which has the same mean as $\nu$. Indeed, in the case under consideration the mean of $\mu_t$ does not depend on time and coincides with the mean of $\nu$. Therefore, if the mean of $\nu$ coincides with that of $\mu$, then the mean of $\mu_t$ coincides with the mean of $\mu$, i.e., $B(\mu_t) = B(\mu)$, and the measures $\mu_t$ satisfy the linear Fokker–Planck–Kolmogorov equation corresponding to the Ornstein–Uhlenbeck type operator, for which convergence to the solution of the stationary equation is well known.

Thus, already in this very simple one-dimensional example we see that convergence to the stationary distribution depends not only on the form of the nonlinearity, but also on the initial condition. Moreover, an important role is played by certain quantities invariant along the trajectories of solutions to the Fokker–Planck–Kolmogorov equation. Note that the existence of a stationary solution and convergence to it are not stable under small perturbations of the equation. In the example considered above the coefficient $b(x, \mu)$ has the form $b_0(x) + \varepsilon b_1(x, \mu)$. Convergence of solutions to the Cauchy problem for nonlinear Fokker–Planck–Kolmogorov equations with drift coefficients of such a form have been studied in the paper [14], where it has been shown that convergence to the stationary distribution takes place in case of a sufficiently small number $\varepsilon$, provided that the coefficients are Lipschitz in $x$ and Lipschitz in $\mu$ with respect to the Kantorovich metric. In addition, the term $b_1$ has been assumed to be globally bounded. In the paper [22] a similar result has been obtained with the aid of the method of coupling in the case where

$$\langle b_0(x) - b_0(y), x - y \rangle \leq -\kappa(|x - y|)|x - y|,$$

$$b_1(x, \mu) = \int_{\mathbb{R}^d} K(x, y) d\mu, \quad |K(x, y) - K(x', y')| \leq C(|x - x'| + |y - y'|),$$

i.e., the global boundedness of $b_1$ has been weakened by means of the monotonicity condition for $b_0$. The smallness of the parameter $\varepsilon$ is important not only for convergence, but also for the existence of a stationary distribution, which is seen from the example above. However, the situation is actually more complicated (and this is also seen from the example above) and
convergence depends on the initial condition and the stationary measure. An important role in determining conditions under which one has convergence is played by certain quantities that are invariant or unboundedly increasing along trajectories of the Fokker–Planck–Kolmogorov equation (in our example such a quantity is the centre of mass). Finding such quantities enables one to single out classes of initial conditions for which one has convergence to the stationary distribution or to prove that there is no such convergence. In the case of a nondegenerate diffusion the assumption of Lipschitzness of \( b(x, \mu) \) in \( \mu \) with respect to the metric employed in [14] and [22] becomes superfluous, because any solution possesses a density and it is more natural to replace the Kantorovich metric by the total variation distance.

In this paper we study convergence in variation. The next two examples illustrate our main results. Let \( m \geq 1 \) and
\[
b_\varepsilon(x, \mu) = b_0(x) + \varepsilon \int_{\mathbb{R}^d} K(x, y) \mu(dy),
\]
where for all \( x, y \in \mathbb{R}^d \),
\[
\langle b_0(x), x \rangle \leq c_1 - c_2|x|^2, \quad \langle K(x, y), x \rangle \leq c_3 + c_3|x|^2, \quad C_3 < c_2,
\]
\[
|b_0(x)| \leq c_4 + c_4|x|^m, \quad |K(x, y)| \leq c_5(1 + |x|^m)(1 + |y|^m).
\]
Then, there is \( \varepsilon_0 > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_0) \) there exists a solution \( \mu \) to the stationary Fokker–Planck–Kolmogorov equation (1.3) with the coefficients \( A = I \) and \( b_\varepsilon(x, \mu) \). Moreover, for every probability measure \( \nu \) such that \((1 + |x|)^{2m+1} \in L^1(\nu)\), the solutions \( \mu_t \) to the Cauchy problem (1.1) with initial data \( \nu \) converge to \( \mu \) as \( t \to +\infty \) and
\[
\|(1 + |x|^m)(\mu_t - \mu)\|_{TV} \leq \alpha_1 e^{-\alpha_2 t}, \quad \alpha_1, \alpha_2 > 0.
\]

Our second example concerns the case where the stationary equation has several solutions. Let \( d = 2 \), \( x = (x_1, x_2) \), \( y = (y_1, y_2) \) and \( b_\varepsilon(x, \mu) = (b_\varepsilon^1(x, \mu), b_\varepsilon^2(x, \mu)) \), where
\[
b_\varepsilon^1(x, \mu) = -2x_1 + \int_{\mathbb{R}^2} (y_1 + y_2) \mu(dy) + \varepsilon \int_{\mathbb{R}^2} H(x, y) \mu(dy),
\]
\[
b_\varepsilon^2(x, \mu) = -2x_2 + \int_{\mathbb{R}^2} (y_1 + y_2) \mu(dy) - \varepsilon \int_{\mathbb{R}^2} H(x, y) \mu(dy),
\]
with some bounded Borel function \( H: \mathbb{R} \times \mathbb{R} \to \mathbb{R} \).

Then, for every number \( Q_0 > 0 \), there is a number \( \varepsilon_0 > 0 \), depending only on \( Q_0 \), such that for any \( \varepsilon \in (0, \varepsilon_0) \) and \( Q \in (-Q_0, Q_0) \) there exists a solution \( \mu \) to the stationary Fokker–Planck–Kolmogorov equation (1.3) with the coefficients \( A = I \) and \( b_\varepsilon(x, \mu) \) for which
\[
\int_{\mathbb{R}^2} (y_1 + y_2) \mu(dy) = Q.
\]
Moreover, for every probability measure \( \nu \) such that \( |x|^2 \in L^1(\nu) \) and
\[
\int_{\mathbb{R}^2} (y_1 + y_2) \nu(dy) = Q,
\]
the solutions \( \mu_t \) to the Cauchy problem (1.1) with initial data \( \nu \) converge to \( \mu \) as \( t \to +\infty \) and
\[
\|(1 + |x|)(\mu_t - \mu)\|_{TV} \leq \alpha_1 e^{-\alpha_2 t}, \quad \alpha_1, \alpha_2 > 0.
\]

More general conditions and examples are discussed after Theorems 3.1 and 3.3.

Note that it is often simpler, and in the case of a degenerate diffusion matrix more natural, to consider convergence in the Kantorovich metric (see Remark 3.8 below). Results of this sort for non-gradient drift coefficients were apparently first obtained in [1] and have been recently generalized in [22], [39], and [41]. See also the related, but more special papers [6] and [7]. The gradient case, where \( b = \nabla V \), has been studied in many papers, starting from [19], [36], [37] and further studied in many papers on the theory of gradient flows (see [2], [13], [15], and [16]). In the theory of gradient flows an important role is played by the Kantorovich 2-metric and the geometry of the space of probability measures connected with this metric.

There is a vast literature devoted to nonlinear Fokker–Planck–Kolmogorov equations (see, e.g., [23]). It should be emphasized that in this paper we study equations with nonlocal nonlinearities (of the type of the so-called McKean–Vlasov equations), the investigation of which was
initiated in the well-known papers [27], [32], [33], [24] and continued by many researchers. This circumstance explains the character of our assumptions about the drift, which are quite natural for such nonlinearities. For instance, the continuity of $b(\mu, x)$ in $\mu$ in total variation norm holds when $b(\mu, x)$ depends on $\mu$ through convolution, but not when $b(\mu, x)$ depends on the value of the density of $\mu$ at $x$. Existence and uniqueness of solutions and properties of the distributions of stochastic McKean–Vlasov equations (distributions of such equations satisfy nonlinear Fokker–Planck–Kolmogorov equations) are discussed, e.g., in [34] and [41]. In particular, in [41], sufficient conditions (monotonicity of the coefficient $b$, as in [22]) for the existence and uniqueness of solutions are given and convergence in the Kantorovich 2-metric to the stationary distribution is shown.

Existence and uniqueness of solutions to nonlinear Fokker–Planck–Kolmogorov equations with irregular and rapidly growing coefficients have been discussed in the recent papers [30] and [31], which also contain some examples of non-uniqueness. The papers [11] and [29] develop an approach to nonlinear equations based on estimates of distances between solutions to linear Fokker–Planck–Kolmogorov equations with different diffusion matrices and different drift coefficients. Analogous questions for nonlinear stationary Fokker–Planck–Kolmogorov equations are studied in [8], [9], and [38], where the existence of stationary solutions is proved with the aid of fixed point theorems applied to the nonlinear mapping that maps a probability measure $\mu$ to the solution $\mu_{x}$ of the linear equation with the drift coefficient $b(\mu, x)$. The phenomenon of nonuniqueness of a stationary measure is investigated in [26], where certain explicit nonlinear expressions for stationary measures are written out in the gradient case. In this paper we also obtain some generalizations of existence and uniqueness results for stationary and parabolic Fokker–Planck–Kolmogorov equations.

The problem of convergence to the stationary measure for a linear Fokker–Planck–Kolmogorov equation has been thoroughly studied, and one can single out the following three approaches:

1) the approach based on the Harris theorem or the Meyn–Tweedie approach with Lyapunov functions (see, e.g., [20] and [25]),

2) the approach based on entropy estimates and Poincaré and Sobolev inequalities (see, e.g., [3], [4], [5], [12], [17], [35], and [40]),

3) the probabilistic approach based on coupling (see, e.g., [21], [22], [18], and [28]).

In this paper we employ the first approach and for verification of the conditions of the Harris theorem we use certain estimates for transition probabilities from [10, Chapter 8]. This enables us to substantially weaken the assumptions about the regularity of coefficients, but, on the other hand, some weak points of the Meyn–Tweedie approach connected with a complicated dependence of constants on the coefficients of the equation remain also in our case.

Throughout we assume that the matrix $A(x) = (a^{ij}(x))_{1 \leq i,j \leq d}$ is symmetric and there exist numbers $K_1 > 0$ and $K_2 > 0$ such that

$$K_1^{-1}I \leq A(x) \leq K_1I, \quad |A(x) - A(y)| \leq K_2|x - y|.$$  

Let $V \in C^2(\mathbb{R}^d)$, $V \geq 1$ and $\lim_{|x| \to +\infty} V(x) = +\infty$. Let $\mathcal{P}_V(\mathbb{R}^d)$ denote the space of all probability measures $\mu$ on $\mathbb{R}^d$ such that

$$\int_{\mathbb{R}^d} V \, d\mu < \infty.$$  

Set

$$W(x) = V(x)^\gamma, \quad \gamma \in (0, 1/2].$$

Typical examples are $V(x) = 1 + |x|^{2m}$. We recall that the total variation norm of a finite (possibly, signed) measure $\sigma$ is defined by

$$\|\sigma\|_{TV} = |\sigma|(\mathbb{R}^d),$$

where $|\sigma| = \sigma^+ + \sigma^-$ and $\sigma = \sigma^+ - \sigma^-$ is the Hahn decomposition into the difference of mutually singular nonnegative measures. The symbol $W \cdot \mu$ denotes the measure given by the density $W$ with respect to the measure $\mu$. Set

$$\|\mu\|_W = \|W \cdot \mu\|_{TV}.$$
Suppose that for every $\mu \in \mathcal{P}_V(\mathbb{R}^d)$ we have a Borel vector field $b(x, \mu) = (b^i(x, \mu))_{1 \leq i \leq d}$ on $\mathbb{R}^d$ such that there exists a number $C(\mu)$ for which

$$|b(x, \mu)| \leq C(\mu)V(x)^{1-\gamma}.$$  

It will be assumed below that $b$ satisfies certain additional conditions.

We say that a family $\{\mu_t\}_{t \in [0,T]}$ of probability measures $\mu_t \in \mathcal{P}_V(\mathbb{R}^d)$ satisfies the Cauchy problem (1.1) on $[0,T]$, where $T > 0$ is fixed, if equality (1.2) holds. A measure $\mu \in \mathcal{P}_V(\mathbb{R}^d)$ is called a solution to the stationary equation (1.3) if equality (1.4) is fulfilled.

Set

$$L_\mu \varphi(x) = \text{trace}(A(x)D^2\varphi(x)) + \langle b(x, \mu), \nabla \varphi(x) \rangle.$$  

Throughout for the stationary equation (1.3) and for the parabolic equation (1.1) we use the shortened equalities $L^*_{\mu} \mu = 0$ and $\partial_t \mu_t = L^*_{\mu_t} \mu_t$. Similarly we write linear equations $L^*_{\sigma} \mu = 0$ and $\partial_t \mu_t = L^*_{\sigma} \mu_t$ with the coefficient $b(x, \sigma)$. Solutions to linear Fokker–Planck–Kolmogorov equations are defined precisely as in the case of general nonlinear equations by means of integral equalities of the form (1.2) and (1.4).

This paper consists of the introduction and three sections. In Section 2 we discuss some classes of functions $\psi$ on $\mathbb{R}^d$ such that the integral of $\psi$ against $\mu_t$ for solutions $\{\mu_t\}$ to the Cauchy problem (1.1) is constant or equals a constant multiplied by a function of the form $\exp(\lambda t)$.

With the aid of such functions one can formulate simple tests to show that convergence to stationary solutions fails to hold. In addition, if we know that

$$\int_{\mathbb{R}^d} \psi d\mu_t \equiv \int_{\mathbb{R}^d} \psi d\nu$$

with $\mu_t$ satisfying our Cauchy problem and

$$b(x, \mu) = b_0(x) + \int_{\mathbb{R}^d} \psi d\mu,$$

then

$$b(\mu_t) = b_0(x) + \text{const}$$

i.e., along solutions the drift depends only on $x$ and actually is independent of $\mu_t$.

At the end of Section 2 we formulate our main conditions on the coefficients of the equation. In Section 3 we formulate and prove the main results of the paper. The first main result (Theorem 3.1) enables us to determine by the initial condition and the stationary solution whether there is convergence of solutions of the Cauchy problem (1.1) with this initial condition to the stationary solution. The second main result (Theorem 3.3) gives sufficient conditions under which a stationary solution exists and for every initial condition (having a finite moment of a suitable order) the solutions of the Cauchy problem converge to this stationary solution. In Section 4 we discuss conditions for the existence of solutions to the stationary equation and the Cauchy problem.

2. INVARIANT AND SUBINVARIANT FUNCTIONS

Here we consider certain conservation laws for solutions.

For a function $W$ as above, let $I^W_0$ denote the set of functions $\psi \in C^2(\mathbb{R}^d)$ such that

$$\sup_x \left( |\psi(x)| + |\nabla \psi(x)| + |D^2\psi(x)| \right) W(x)^{-1} < \infty$$

and for every measure $\mu \in \mathcal{P}_V(\mathbb{R}^d)$ we have

$$\int_{\mathbb{R}^d} L_\mu \psi d\mu = 0.$$  

(2.2)

It is clear that $I^W_0$ is a linear space containing 1. Further for brevity we use the notation

$$\mu(\psi) := \int_{\mathbb{R}^d} \psi d\mu.$$
Proposition 2.1. (i) If $\psi \in I_0^W$ and $\{\mu_t\}$ is a solution to the Cauchy problem (1.1) with the initial condition $\nu$, then $\mu_t(\psi) = \nu(\psi)$.

(ii) If $\mu \in P_V(\mathbb{R}^d)$ is a solution to the stationary equation (1.3) and
\[ \nu(\psi) \neq \mu(\psi) \]
for some function $\psi \in I_0^W$, then the solutions $\mu_t$ to the Cauchy problem (1.1) with the initial condition $\nu$ do not converge to $\mu$ with respect to the norm $\| \cdot \|_W$.

Proof. Assertion (ii) follows from (i). For justifying (i) it suffices to observe that
\[ \mu_t(\psi) - \nu(\psi) = \int_0^t \int_{\mathbb{R}^d} L_{\mu_s} \psi d\mu_s ds = 0, \]
which follows from the equation.

Let us consider an important example where $A = I$ and
\[ b(x, \mu) = -\int_{\mathbb{R}^d} K(x, y) \mu(dy), \]
where $K$ is a vector-valued mapping.

Proposition 2.2. A function $\psi$ satisfying (2.1) belongs to $I_0^W$ if and only if for all $x, y$ we have
\[ \Delta \psi(x) + \Delta \psi(y) - \langle K(x, y), \nabla \psi(x) \rangle - \langle K(y, x), \nabla \psi(y) \rangle = 0. \]
In particular, if $\psi \in I_0^W$, then $\Delta \psi(x) - \langle K(x, x), \nabla \psi(x) \rangle = 0$. Moreover, if
\[ \langle Q, K(x, y) \rangle = -\langle Q, K(y, x) \rangle \]
for some constant vector $Q$ and $W(x)$ is growing not more slowly than $|x|$, then $I_0^W$ contains all functions of the form $\psi(x) = \langle Q, x \rangle + g$, where $g$ is a constant number.

Proof. We observe that (2.2) is equivalent to the equality
\[ \int_{\mathbb{R}^d \times \mathbb{R}^d} \left[ \Delta \psi(x) + \Delta \psi(y) - \langle K(x, y), \nabla \psi(x) \rangle - \langle K(y, x), \nabla \psi(y) \rangle \right] \mu \otimes (dx \, dy) = 0, \]
which holds for every probability measure $\mu \in P_V(\mathbb{R}^d)$ if and only if the expression under the integral sign is skew symmetric in $x$ and $y$. Since we have a symmetric function there, it must vanish.

Example 2.3. (i) Let $d = 1$. The space of solutions to the equation $\psi'' - K(x, x)\psi' = 0$ is the linear span of $1$ and the primitive of the function
\[ \exp\left( \int_0^x K(s, s) \, ds \right). \]
A nonconstant function $\psi$ satisfies the condition of Proposition 2.2 if and only if for all $x, y$ we have
\[ K(x, x) + K(y, y) = K(x, y) + K(y, x). \]
The latter relation is satisfied, for example, for the functions $K(x, y) = H(x - y)$, where $H$ is an odd function. In this case $I_0^W$ is the linear span of $1$ and $x$.

(ii) Let $d \geq 1$ and
\[ K(x, y) = -Rx + \langle v, y \rangle h + H(x, y), \]
where $R$ is a constant matrix, $v$ and $h$ are constant vectors and
\[ R^*v = \lambda v, \quad \langle v, h \rangle = \lambda, \quad \langle H(x, y), v \rangle = 0. \]
Then the function $x \rightarrow \langle v, x \rangle$ belongs to $I_0^W$. Indeed, we have
\[ \langle v, K(x, y) \rangle = -\lambda \langle v, x \rangle + \lambda \langle v, y \rangle = -\langle v, K(y, x) \rangle. \]

Let $I_0^W$ denote the set of all functions $\psi \in C^2(\mathbb{R}^d)$ such that $\psi$ satisfies condition (2.1) and there exists a number $\lambda = \lambda(\psi) > 0$ such that
\[ \int_{\mathbb{R}^d} L_{\mu} \psi d\mu = \lambda \int_{\mathbb{R}^d} \psi d\mu \quad \forall \mu \in P_V(\mathbb{R}^d). \]
Proposition 2.4. (i) If \( \psi \in I^W_+ \) and \( \mu_\nu \) is a solution to the Cauchy problem (1.1) with the initial condition \( \nu \), then \( \mu_\nu(\psi) = \nu(\psi)e^{\lambda(\psi)t} \).

(ii) If \( \mu \in \mathcal{P}_V(\mathbb{R}^d) \) is a solution to the stationary equation (1.3) and \( \psi \in I^W_+ \), then \( \mu(\psi) = 0 \).

(iii) If \( \nu(\psi) \neq 0 \) for some \( \psi \in I^W_+ \), then the solutions \( \mu_\nu \) to the Cauchy problem (1.1) do not converge to the stationary solution with respect to the norm \( \| \cdot \|_W \).

Proof. Assertion (ii) is obvious. Assertion (iii) follows from (i), and (i) is deduced from the equality

\[
\mu_\nu(\psi) - \nu(\psi) = \int_0^t \int_{\mathbb{R}^d} L_{\mu_s}^s \psi \, d\mu_s \, ds = \lambda \int_0^t \mu_s(\psi) \, ds,
\]

satisfied by the solution.

As above, let us consider the case where \( A = I \) and

\[
b(x,\mu) = -\int_{\mathbb{R}^d} K(x,y) \mu(dy)
\]

with a vector-valued mapping \( K \).

Proposition 2.5. A function \( \psi \) satisfying (2.1) belongs to \( I^W_+ \) if and only if for some \( \lambda > 0 \) and for all \( x, y \) we have

\[
\Delta \psi(x) + (\psi(y) - (K(x,y), \nabla \psi(x)) - (K(y,x), \nabla \psi(y)) = \lambda(\psi(x) + \psi(y)).
\]

In particular, if \( \psi \in I^W_+ \), then \( \Delta \psi(x) - (K(x,x), \nabla \psi(x)) = \lambda \psi(x) \).

Proof. The same reasoning as in the case of \( I^W_0 \) works.

Let \( d = 1 \) and \( K(x,x) = -qx \), where \( q \) is a positive constant. Then the equation on the function \( \psi \) takes the form

\[
\psi'' + qx \psi' = \lambda \psi.
\]

If \( \lambda = q \), then \( \psi(x) = x \) is a solution. If \( K(x,x) = 0 \), then the equation takes the form \( \psi'' = \lambda \psi \) and linear combinations of the exponents \( e^{\sqrt{\lambda} x} \) and \( e^{-\sqrt{\lambda} x} \) are all solutions.

Proposition 2.6. Suppose that for some function \( \psi \in I^W_0 \) there exists a continuous function \( h \) such that \( \sup_x |h(x)|/V(x) < \infty \) and for every probability measure \( \sigma \in \mathcal{P}_V(\mathbb{R}^d) \) we have

\[
L_\sigma \psi(x) = C_1(\sigma)h(x) + C_2(\sigma), \quad C_1(\sigma) \neq 0
\]

with some numbers \( C_1(\sigma) \) and \( C_2(\sigma) \). Suppose that \( \mu \in \mathcal{P}_V(\mathbb{R}^d) \) satisfies the stationary equation \( L_\sigma \mu = 0 \). Then \( \mu(h) = \sigma(h) \). The analogous assertion is true if \( \psi \in I^W_0 \) and \( \sigma(\psi) = 0 \).

Proof. By the definition of \( I^W_0 \) and the fact that \( \mu \) is a solution to the stationary equation \( L_\sigma \mu = 0 \) we have the equalities

\[
C_1(\sigma) \int_{\mathbb{R}^d} h \, d\sigma + C_2(\sigma) = \int_{\mathbb{R}^d} L_\sigma \psi \, d\sigma = 0 = \int_{\mathbb{R}^d} L_\sigma \psi \, d\mu = C_1(\sigma) \int_{\mathbb{R}^d} h \, d\mu + C_2(\sigma).
\]

Since \( C_1(\sigma) \neq 0 \), we obtain \( \mu(h) = \sigma(h) \).

Example 2.7. (i) Let \( d = 1 \), \( A = 1 \) and

\[
b(x,\mu) = f(x) - \int_{\mathbb{R}^d} f(y) \mu(dy),
\]

where \( f \) is a reasonable function. Then the function \( \psi(x) = x \) belongs to \( I^W_0 \) and for every \( \sigma \) one has

\[
L_\sigma x = f(x) - \int_{\mathbb{R}^d} f(y) \sigma(dy) = f(x) + C_2(\sigma).
\]

Therefore, for the stationary solution \( \mu \) of the equation with the operator \( L_\sigma \) the equality \( \mu(f) = \sigma(f) \) holds.

(ii) Let \( d \geq 1 \), \( A = I \),

\[
b(x,\mu) = \int_{\mathbb{R}^d} K(x,y) \mu(dy)
\]
and

\[ K(x, y) = -Rx + \langle v, y \rangle h + H(x, y), \]

where \( R \) is a constant matrix, \( v \) and \( h \) are constant vectors and

\[ R^*v = \lambda v, \quad \lambda \neq 0, \quad \langle v, h \rangle = \lambda, \quad \langle H(x, y), v \rangle = 0. \]

Then the function \( x \rightarrow \langle v, x \rangle \) belongs to \( I^W_0 \) and

\[ L_\sigma \langle v, x \rangle = -\lambda \langle v, x \rangle + \lambda \int_{\mathbb{R}^d} \langle v, x \rangle \sigma(dy). \]

Therefore, for the stationary solution \( \mu \) to the equation with the operator \( L_\sigma \) we have that \( \mu(h) = \sigma(h) \) with \( h(x) = \langle v, x \rangle \). In particular, if \( d = 2 \), \( x = (x_1, x_2), y = (y_1, y_2) \) and

\[ K_1(x, y) = -2x_1 + (y_1 + y_2) + H(x, y), \quad K_2(x, y) = -2x_2 + (y_1 + y_2) - H(x, y), \]

then \( \mu(x_1 + x_2) = \sigma(x_1 + x_2) \). Here \( R = 2I, v = (1, 1) \) and \( h = (1, 1) \).

Proposition 2.6 differs from Propositions 2.1 and 2.4 in which we studied the dynamics of certain quantities along trajectories of solutions. Proposition 2.6 will play the key role in constructing stationary solutions to nonlinear Fokker–Planck–Kolmogorov equations in Section 4 (see Proposition 4.1). Note that the observations above are rather rough and in special situations more refined considerations are possible (see, for example, [26]), but it seems reasonable to begin the study of convergence of solutions of the Cauchy problem to the solution of the stationary equation from finding quantities a priori invariant or subinvariant along trajectories of solutions.

Closing this section we formulate our conditions on the coefficients in terms of the sets \( I^W_0 \) and \( I^W_+ \). It is reasonable (with regards towards convergence) to consider only measures \( \mu \in \mathcal{P}_V(\mathbb{R}^d) \) such that \( \mu(\psi) = 0 \) for every function \( \psi \in I^W_+ \). We observe that if \( \nu \) equals zero on all functions from \( I^W_+ \) (i.e., assigns zero integrals to such functions), then the same is true for the solution \( \mu_t \) to the Cauchy problem.

Set

\[ \mathcal{M}_\alpha(V) = \left\{ \mu \in \mathcal{P}_V(\mathbb{R}^d) : \int_{\mathbb{R}^d} V d\mu \leq \alpha \right\}. \]

Recall that \( W = V^\gamma \), where \( \gamma \in (0, 1/2] \), and \( \|\mu\|_W = \|W\mu\|_{TV} \).

Suppose that for every \( \varepsilon \in [0, 1) \) we are given a mapping

\[ b_\varepsilon(\cdot, \cdot) : \mathbb{R}^d \times \mathcal{P}_V(\mathbb{R}^d) \rightarrow \mathbb{R}^d \]

such that for every \( \mu \in \mathcal{P}_V(\mathbb{R}^d) \) the mapping \( x \mapsto b_\varepsilon(x, \mu) \) is Borel. Let

\[ L_{\mu, \varepsilon}u(x) = \text{trace}(A(x)D^2u(x)) + \langle b_\varepsilon(x, \mu), \nabla u(x) \rangle. \]

Suppose that for every measure \( \nu \in \mathcal{P}_V(\mathbb{R}^d) \) with \( \nu|_{I^W_+} = 0 \) there exist numbers \( C > 0, \Lambda > 0 \) and \( \delta \in [0, 1] \) and a positive function \( N_1 \) on \( [0, + \infty) \) (thus for different \( \nu \) these objects can be different) such that

\[ \text{(H}_1\text{)} \quad \text{for all } \varepsilon \in [0, 1), \alpha \geq 1 \text{ and } \mu \in \mathcal{M}_\alpha(V) \text{ satisfying the conditions } \mu|_{I^W_+} = 0 \text{ and } \mu|_{I^W_0} = \nu|_{I^W_0}, \text{ we have} \]

\[ L_{\mu, \varepsilon}V(x) \leq (1 - \delta)C + \Lambda(\delta\alpha - V(x)) \quad \forall x \in \mathbb{R}^d; \]

\[ \text{(H}_2\text{)} \quad \text{for all } \varepsilon \in [0, 1), \alpha \text{ and } \mu \in \mathcal{M}_\alpha(V) \text{ satisfying the conditions } \mu|_{I^W_+} = 0 \text{ and } \mu|_{I^W_0} = \nu|_{I^W_0}, \text{ we have} \]

\[ |b_\varepsilon(x, \mu)| \leq N_1(\alpha)V(x)^{\frac{1}{2} - \gamma} \quad \forall x \in \mathbb{R}^d. \]

Suppose that there exists a positive function \( N_2 \) on \( [0, + \infty) \) such that

\[ \text{(H}_3\text{)} \quad \text{for all } \varepsilon \in [0, 1), \alpha \geq 0 \text{ and } \mu, \sigma \in \mathcal{M}_\alpha(V) \text{ satisfying the conditions } \mu|_{I^W_+} = \sigma|_{I^W_+} = 0 \text{ and } \mu|_{I^W_0} = \sigma|_{I^W_0}, \text{ we have} \]

\[ |b_\varepsilon(x, \mu) - b_\varepsilon(x, \sigma)| \leq \varepsilon N_2(\alpha)V(x)^{\frac{1}{2} - \gamma}\|\mu - \sigma\|_W \quad \forall x \in \mathbb{R}^d. \]
Note that if

\[ b_\varepsilon(x, \mu) = \int_{\mathbb{R}^d} K_\varepsilon(x, y) \mu(dy) + \tilde{b}_\varepsilon(x, \mu) \]

and for every \( x \) the function \( y \mapsto K_\varepsilon(x, y) \) belongs to \( I_0^W \), then condition (H3) refers only to \( \tilde{b}_\varepsilon \), since the difference of the integrals of \( K_\varepsilon(x, y) \) with respect to two measures \( \mu \) and \( \sigma \) with \( \mu|_W = \sigma|_W \) is zero.

For example, this is the case where \( d = 1 \), \( A = I \) and

\[ b_\varepsilon(x, \mu) = -x + \int_{\mathbb{R}} y \mu(dy). \]

Here \( b_\varepsilon \) does not depend on \( \varepsilon \). The function \( x \mapsto x \) belongs to \( I_0^W \) and for every measure \( \mu \) satisfying the equality

\[ \int_{\mathbb{R}} x \mu(dx) = \int_{\mathbb{R}} x \nu(dx) = Q \]

we have

\[ L_{\mu, \varepsilon}(1 + |x|^2) \leq 3 + Q^2 - (1 + |x|^2), \quad |b(x, \mu)| \leq |Q| + |x| \leq (1 + |Q|)(1 + |x|^2)^{1/2}, \]

i.e., conditions (H1), (H2) and (H3) are fulfilled with

\[ C = 2 + Q^2, \quad \delta = 0, \quad \Lambda = 1, \quad \gamma = 1/2, \quad N_1 = 1 + |Q|, \quad N_2 = 0. \]

Note that (H3) obviously holds at \( \varepsilon = 0 \) if \( b_0 \) does not depend on \( \mu \), i.e., the equation at \( \varepsilon = 0 \) becomes linear, but the previous example shows that this condition can hold also in case of a nontrivial dependence on \( \mu \).

The main result of this paper (presented in the next section) states that, for all sufficiently small \( \varepsilon \), the listed conditions ensure the exponential convergence to the stationary distribution.

3. Convergence to stationary solutions

Suppose that for every \( \nu \in \mathcal{P}_V(\mathbb{R}^d) \) there is a solution \( \{\mu_t\} \) to the problem (1.1) on \([0, +\infty)\). Sufficient conditions for the existence of solutions to parabolic and stationary Fokker–Planck–Kolmogorov equations are discussed in the last section. It is immediate that \( \mu_t|_{I_0^W} = \nu|_{I_0^W} \) according to Proposition 2.1. Moreover, if \( \nu|_{I_0^W} = 0 \), then \( \mu_t|_{I_0^W} = 0 \) according to Proposition 2.4. We shall now use conditions (H1) – (H3) introduced at the end of the previous section.

**Theorem 3.1.** Suppose that conditions (H1), (H2) and (H3) are fulfilled. Let \( \nu \in \mathcal{P}_V(\mathbb{R}^d) \), \( \nu|_{I_0^W} = 0 \) and \( \alpha > 0 \). Then there exist positive numbers \( \varepsilon_0, \alpha_1 \) and \( \alpha_2 \) (depending on \( \nu \) and \( \alpha \)) such that, whenever \( \varepsilon \in [0, \varepsilon_0) \), for the solution \( \mu_t \) to the Cauchy problem (1.1) with coefficients \( A \) and \( b_\varepsilon \) and initial data \( \nu \) and the stationary solution \( \mu \) to equation (1.3) with coefficients \( A \) and \( b_\varepsilon \) such that

\[ \mu|_{I_0^W} = \nu|_{I_0^W} \quad \text{and} \quad \int_{\mathbb{R}^d} V d\mu \leq \alpha, \]

we have

\[ ||\mu_t - \mu||_W \leq \alpha_1 e^{-\alpha_2 t} \quad \forall t \geq 0. \]

**Example 3.2.** Let \( d \geq 1 \), \( A = I \),

\[ b_\varepsilon(x, \mu) = -Rx + \int_{\mathbb{R}^d} \langle v, y \rangle \mu(dy)h + \varepsilon \int_{\mathbb{R}^d} H(x, y) \mu(dy), \]

where \( R \) is a constant matrix, \( v \) and \( h \) are constant vectors and

\[ R^*v = \lambda v, \quad \langle v, h \rangle = \lambda, \quad \langle H(x, y), v \rangle = 0. \]

Suppose also that

\[ \langle Rx, x \rangle \geq q|x|^2, \quad q > 0, \quad \sup_{x,y} |H(x, y)| < \infty. \]

For example, for \( d = 2 \) one can take \( R = 2I \), \( v = (1, 1) \) and \( h = (1, 1) \):

\[ b_\varepsilon^1(x, \mu) = -2x_1 + \int_{\mathbb{R}^2} (y_1 + y_2) \mu(dy) + \varepsilon \int_{\mathbb{R}^2} H(x, y) \mu(dy), \]
\[
\frac{b^2 \langle x, \mu \rangle}{2} = -2x_2 + \int_{\mathbb{R}^2} (y_1 + y_2) \mu(dy) - \varepsilon \int_{\mathbb{R}^2} H(x,y) \mu(dy).
\]

Let us show that all conditions of Theorem 3.1 are fulfilled. The function \( x \mapsto \langle v, x \rangle \) belongs to \( I_0^W \). Let \( \nu \) be a probability measure with \(|x|^2 \in L^1(\nu)\). Set

\[
Q = \int_{\mathbb{R}^2} \langle v, y \rangle \nu(dy).
\]

For all measures \( \sigma \) that coincide with \( \nu \) on \( I_0^W \) we have

\[
L_{\sigma, \varepsilon}(1 + |x|^2) \leq 2d + q + q^{-1}(|h||Q| + \sup_{x,y} |H(x,y)|)^2 - q(1 + |x|^2),
\]

\[
|b_2(x, \mu)| \leq (||R|| + |h||Q| + \sup_{x,y} |H(x,y)|)(1 + |x|^2)^{1/2}.
\]

Finally, for every two measures \( \mu \) and \( \sigma \) that coincide on \( I_0^W \) we have

\[
|b_2(x, \mu) - b_2(x, \sigma)| \leq \varepsilon \sup_{x,y} |H(x,y)|||\mu - \sigma|| (1 + |x|^2)^{1/2}||TV||. 
\]

Thus, conditions (H1), (H2) and (H3) are fulfilled with \( \gamma = 1/2 \), \( W(x) = (1 + |x|^2)^{1/2} \) \( V(x) = 1 + |x|^2 \), \( \delta = 0 \), \( \Lambda = 1 \), \( N_2 = \sup_{x,y} |H(x,y)| \) and

\[
C = 2d + q + q^{-1}(|h||Q| + \sup_{x,y} |H(x,y)|)^2, \quad N_1 = ||R|| + |h||Q| + \sup_{x,y} |H(x,y)|.
\]

Moreover, it will be shown in Section 4 (see Example 4.2) that for every \( \varepsilon \in (0,1) \) and every number \( Q \) there is a stationary solution \( \mu \) such that

\[
Q = \int_{\mathbb{R}^2} \langle v, y \rangle \mu(dy).
\]

In addition, for this solution \( \mu \) we have

\[
\int_{\mathbb{R}^2} (1 + |x|^2) \mu(dx) \leq 2d + 1 + q^{-2}(|h||Q| + \sup_{x,y} |H(x,y)|)^2.
\]

Thus, for every number \( Q_0 > 0 \) there is a number \( \varepsilon_0 > 0 \), depending only on \( Q_0 \), such that, for any \( \varepsilon \in [0, \varepsilon_0) \), \( Q \in (-Q_0, Q_0) \) and a probability measure \( \nu \) such that the integral of \( \langle v, y \rangle \) with respect to \( \nu \) equals \( Q \) and \(|x|^2 \in L^1(\nu)\), the solutions \( \mu_t \) to the Cauchy problem (1.1) with initial data \( \nu \) converge to the stationary solution \( \mu \) and

\[
\|(1 + |x|)(\mu_t - \mu)||_{TV} \leq \alpha_1 e^{-\alpha_2 t},
\]

where \( \alpha_1 \) and \( \alpha_2 \) depend only on \( Q_0 \) and \( \|(1 + |x|)^2\|_{L^1(\nu)} \).

Theorem 3.1 is of a somewhat conditional nature: 1) we assume that there exists a stationary solution \( \mu \) such that \( \nu|_{I_0^W} = \mu|_{I_0^W} \), \( \varepsilon_0 \) depends on \( \nu \) and, what is worse, also on \( \mu \). Dependence on \( \mu \) arises in connection with dependence of our conditions on \( \alpha \), i.e., due to nonlinearity (see the discussion in the proof of Lemma 3.5 and before Lemma 3.6). If we require stronger restrictions on the coefficients, then we can avoid such dependence.

**Theorem 3.3.** Suppose that in place of conditions (H1), (H2) and (H3) there exist positive numbers \( C_1, C_2 \) and positive functions \( N_1 \) and \( N_2 \) such that for all \( \varepsilon \in [0,1) \), \( \alpha > 0 \) and \( \mu, \sigma \in M_\alpha(V) \) we have \( L_{\mu, \varepsilon} \leq C_1 - C_2 V \) and

\[
|b_2(x, \mu)| \leq N_1(\alpha)V^{1/2 - \gamma}(x), \quad |b_2(x, \mu) - b_2(x, \sigma)| \leq \varepsilon N_2(\alpha)V(x)^{1/2 - \gamma}||\mu - \sigma||_{W}.
\]

Then there exists \( \varepsilon_0 > 0 \), such that, for each \( \varepsilon \in [0, \varepsilon_0) \) there exists a stationary solution \( \mu \) and, for every measure \( \nu \in P_V(\mathbb{R}^d) \), for the solution \( \{\mu_t\} \) to the Cauchy problem (1.1) with the initial condition \( \nu \) one has

\[
\|\mu_t - \mu\|_W \leq \alpha_1 e^{-\alpha_2 t} \quad \forall t \geq 0,
\]

where \( \alpha_1, \alpha_2 \) are positive numbers such that \( \alpha_2 \) does not depend on \( \nu \).
Example 3.4. Suppose that $A = I$ and there exist numbers $m \geq 1$, $\gamma_1 > 0$, $\gamma_2 > 0$ and positive functions $N_1, N_2$ such that
\[
\langle b_\epsilon(x, \mu), x \rangle \leq \gamma_1 - \gamma_2|x|^2, \quad |b_\epsilon(x, \mu)| \leq N_1(\alpha(1 + |x|)^m, \\
|b_\epsilon(x, \mu) - b_\epsilon(x, \sigma)| \leq \epsilon N_2(\alpha(1 + |x|)^m)(1 + |y|^m(\mu - \sigma))^{TV}
\]
for all $\epsilon \in [0, 1]$, $\alpha > 0$ and $\mu, \sigma \in M_a((1 + |x|)^{2m+1})$. Hence all conditions of Theorem 3.3 are fulfilled with $V(x) = (1 + |x|^2)^{m+1/2}$ and $W(x) = (1 + |x|^2)^{m/2}$. In particular, the listed conditions are fulfilled if
\[
b_\epsilon(x, \mu) = b_0(x) + \epsilon \int_{\mathbb{R}^d} K(x, y) \mu(dy),
\]
where
\[
\langle b_0(x), x \rangle \leq c_1 - c_2|x|^2, \quad \langle K(x, y), x \rangle \leq c_3 + c_4|x|^2, \quad c_3 < c_2,
\]
\[
|b_0(x)| \leq c_4 + c_5|x|^m, \quad |K(x, y)| \leq c_5(1 + |x|^m)(1 + |y|^m)
\]
with some positive numbers $c_1, c_2, c_3, c_4$ and $c_5$.

The existence of a stationary solution $\mu$ under the conditions of Theorem 3.3 will be established in the next section in Proposition 4.1. As it will be explained in Remark 4.3, under the conditions of Theorem 3.3 there exists a stationary solution $\mu$ with
\[
\|V\|_{L^1(\mu)} \leq C_1/C_2.
\]
It is the stationary solution that we need in the proof of Theorem 3.3.

We only give the proof of Theorem 3.1, since the proof of Theorem 3.3 differs by minor technical details that will be discussed in the course of the proof.

Below for shortening notation and reducing the number of indices we omit the index $\epsilon$ and in place of $b_\epsilon(x, \mu)$ and $L_{\mu, \epsilon}$ we write $b(x, \mu)$ and $L_\mu$.

The plan of the proof is this: 1) we verify that convergence holds for solutions $\eta_t$ to the linear equation with the coefficient $b(x, \mu)$, in which we substitute the stationary solution $\mu$, 2) we obtain an estimate on the distance $\|\eta_t - \mu_t\|_W$, 3) we prove that for some $T > 0$ one has a contraction $\|\mu_T - \mu\|_W \leq q\|\nu - \mu\|_W$ with $q < 1$.

Lemma 3.5. Suppose that we are in the situation of Theorem 3.1 or 3.3 with the corresponding $\mu$ and $\nu$. Then there exist numbers $N > 0$ and $\lambda > 0$ such that for every $t > 0$ we have
\[
\|\eta_t - \mu\|_W \leq Ne^{-\lambda t}\|\eta_0 - \mu\|_W,
\]
where $\eta_0 \in \mathcal{P}_\nu(\mathbb{R}^d)$ and $\{\eta_t\}$ is the solution to the Cauchy problem
\[
\partial_t \eta_t = L^*_\mu \eta_t, \quad \eta_0 = \mu_0.
\]
The numbers $N$ and $\lambda$ depend on $\|V\|_{L^1(\mu)}$ and $\nu$, and if the condition of Theorem 3.3 is fulfilled, then $N$ and $\lambda$ depend on $C_1$ and $C_2$, but not on $\mu$ and $\nu$.

Proof. Let $\{T_t\}_{t \geq 0}$ be the Markov semigroup on $L^1(\mu)$ with generator
\[
L \varphi(x) = \text{trace} \left( A(x) D^2 \varphi(x) \right) + \langle b(x, \mu), \nabla \varphi(x) \rangle
\]
on $C_0^\infty(\mathbb{R}^d)$. This semigroup exists and is unique under our assumptions, see [10, Theorem 5.2.2, Proposition 5.2.5 and Example 5.5.1]. Moreover, $\eta_t = T_t^\ast \mu_0$. By [10, Theorem 6.4.7] there exists a positive continuous function $\varphi(x, y, t)$ such that
\[
T_t \varphi(x) = \int_{\mathbb{R}^d} \varphi(x, y, t) f(y) dy.
\]
Moreover, $\varphi(x, y, t)$ satisfies the Cauchy problem $\partial_t \varphi = L^* \varphi$ with respect to $(t, y)$ with the initial condition $\delta_2$. Set $\alpha = \|V\|_{L^1(\mu)}$ (or $\alpha = C_1/C_2$ in the case of Theorem 3.3) and $\Lambda_1 = (1 - \delta)C + \lambda \alpha$ (or $\Lambda_1 = C_1$ and $\Lambda = C_2$ in the case of Theorem 3.3). Recall that $LV \leq \Lambda_1$. Since
\[
LW = \gamma V^{\gamma-1}LV + \gamma (\gamma - 1)V^{\gamma-2}|\nabla V|^2 \leq \gamma \Lambda_1 - \gamma AW,
\]
we have
\[
\partial_t (W e^{tH_\delta}) + L(W e^{tH_\delta}) \leq \gamma \Lambda_1 e^{t\delta}.
\]
By [10, Theorem 7.1.1]

\[
\int_{\mathbb{R}^d} W(y) g(x,y,t) \, dy \leq e^{-\lambda t} W(x) + \gamma \Lambda^{-1}(1 - e^{-\lambda t}).
\]

Let us fix a number \( \tau > 0 \) such that \( \gamma \Lambda^{-1}(1 - e^{-\lambda \tau}) < 1 \). Note that \( \tau \) depends on \( C_1 \) and \( C_2 \), in the case of Theorem 3.3.

Then \( T_{\tau} W(x) \leq e^{-\lambda \tau} W(x) + 1 \).

The function \( Q(\tau) = \max_{|x| \leq 2} V(x) \frac{1}{2-\gamma} \) is continuous and increasing on \([0, +\infty)\). The condition \( \|b(x, \mu)\| \leq N_1(\alpha) V(x) \frac{1}{2-\gamma} \leq N_1(\alpha) Q(|x|/2) \) and Harnack’s inequality (see [10, Theorem 8.2.1]) imply that, for every \( x \in \mathcal{B}(0, R) \) and \( y \in \mathbb{R}^d \), we have

\[
\varrho(x, y, \tau) \geq \varrho(x, 0, \tau/2) e^{-K(\tau)(1+Q^2(|y|)+|y|^2)} \geq m_1(R) e^{-K(\tau)(1+Q^2(|y|)+|y|^2)},
\]

where \( m_1(R) = \min_{x \in \mathcal{B}(0,R)} \varrho(x, 0, \tau/2) \). The number \( K(\tau) \) depends only on the matrix \( A \), \( \tau \) and the dimension \( d \), and there is an explicit expression for \( K(\tau) \) in [10, Theorem 8.2.1]. Note that so far \( m_1 \) depends in a very complicated way on the stationary measure \( \mu \), since \( \mathcal{L}_1 \) depends on \( \mu \) and \( \varrho \) defines the operator \( \mathcal{L} \). We would like to have dependence only on \( N_1, \Lambda_1 \) and \( \Lambda \), which in turn depend on \( \alpha = \|V\|_{L^1(\mu)} \) and \( \nu \), and in the case of Theorem 3.3 depend on \( C_1 \) and \( C_2 \) and are independent of \( \nu \) and \( \mu \). Thus, we have to estimate \( m_1 \) from below. Let \( \psi \in C_0^\infty(\mathbb{R}^d) \), \( \psi(x) = 1 \) if \( y \in \mathcal{B}(0, 2R) \) and \( \psi(y) = 0 \) if \( y \notin \mathcal{B}(0, 3R) \). Let \( x \in \mathcal{B}(0, R) \). Then

\[
\int_{\mathbb{R}^d} \psi(y) \varrho(x,y,t) \, dy = \psi(x) + \int_0^t \int_{\mathbb{R}^d} L \psi(y) \varrho(x,y,s) \, dy \, ds.
\]

Therefore,

\[
\int_{\mathbb{R}^d} \psi(y) \varrho(x,y,t) \, dy \geq 1 - t \sup_{y \in \mathcal{B}(0,3R)} |L \psi(y)|.
\]

Choosing \( t \) so small that the right-hand side is estimated from below by \( 1/2 \), we obtain

\[
\sup_{y \in \mathcal{B}(0,3R)} \varrho(x,y,t) \geq 1/2 \quad \forall x \in \mathcal{B}(0, R).
\]

Decreasing \( \tau \) if necessary, we can assume that \( t = \tau/4 \). Applying again Harnack’s inequality from [10, Theorem 8.1.3] we obtain the estimate

\[
1/2 \leq C \varrho(x,0,\tau/2),
\]

where \( C \) depends only on \( R, Q \), and \( \tau \). Thus,

\[
\varrho(x,y,\tau) \geq m(R) e^{-K(\tau)(1+Q^2(|y|)+|y|^2)} \quad \forall x \in \mathcal{B}(0, R)
\]

where \( m(R) \) and \( \tau \) depend only on \( N_1, \Lambda_1 \) and \( \Lambda \).

Let us now recall the Harris ergodic theorem (see [25]). Let \( \mathcal{P}(\cdot, \cdot) \) be a Markov transition kernel defined on a measurable space \((X, \mathcal{B})\), i.e., for each \( x \in X \), the function \( B \mapsto \mathcal{P}(x, B) \) is a probability measure on \( \mathcal{B} \), and, for each \( B \in \mathcal{B} \), the function \( x \mapsto \mathcal{P}(x, B) \) is \( \mathcal{B} \)-measurable. The transition kernel defines operators on functions and measures by setting

\[
\mathcal{P} f(x) = \int_X f(y) \mathcal{P}(x, dy),
\]

\[
\mathcal{P} \sigma(B) = \int_X \mathcal{P}(x, B) \sigma(dx).
\]

Let us assume that

(i) there exist a function \( U : X \to [0, +\infty) \) and numbers \( \delta \in (0, 1) \) and \( K \) such that

\[
\mathcal{P} U(x) \leq \delta U(x) + K \quad \forall x \in X;
\]

(ii) there exist a number \( q \in (0, 1) \) and a probability measure \( \sigma \) such that

\[
\inf_{x : U(x) \leq R} \mathcal{P}(x, \cdot) \geq q \sigma(\cdot),
\]

for some \( R > 2K/(1-\delta) \).
According to [25, Theorem 1.3], there exist numbers $\beta_0 \in (0, 1)$ and $\beta > 0$ such that
\[
\|\mathcal{P} \mu_1 - \mathcal{P} \mu_2\|_{1+\beta U} \leq \beta_0 \|\mu_1 - \mu_2\|_{1+\beta U}
\]
for every pair of probability measures $\mu_1$ and $\mu_2$ on $X$. From this estimate one can derive the bound
\[
\|\mathcal{P}^n \nu - \mu\|_{1+\beta U} \leq \beta_0^n \|\nu - \mu\|_{1+\beta U}
\]
for the stationary measure $\mu$ (that is, $\mathcal{P} \mu = \mu$) and every measure $\nu$.
We can now apply this assertion to the Markov transition kernel $q(x, y, \tau) \, dy$ with $U(x) = W(x)$, $K = 1$, $\delta = e^{-\Lambda \tau}$ and
\[
q \sigma(dy) = m(R)e^{-K(\tau)(1+Q^2(|x|)+|y|^2)} \, dy,
\]
where the number $R$ is larger than $2/(1 - e^{-\Lambda \tau})$. Therefore, we have
\[
\|T^\tau_x \mu_0 - \mu\| W \leq N_1 \beta_0^n \|\nu - \mu\| W. \tag{3.1}
\]
Note that for every $\varphi \in C_0^\infty(\mathbb{R}^d)$ such that $|\varphi(x)| \leq W(x)$ for all $x$ we have
\[
|T_t \varphi| \leq T_t |\varphi| \leq T_t W \leq 2W \quad \forall t \in (0, \tau).
\]
Hence
\[
\int_{\mathbb{R}^d} \varphi \, d(T^\tau_t \mu_0 - \mu) = \int_{\mathbb{R}^d} T_t \varphi \, d(\mu_0 - \mu) \leq 2\|\mu_0 - \mu\| W
\]
and we obtain the estimate
\[
\sup_{t \in (0, \tau)} \|T^\tau_t \mu_0 - \mu\| W \leq 2\|\mu_0 - \mu\| W.
\]
Summing this estimate and (3.1), we complete the proof. \qed

Suppose that as above $\mu_t$ is the solution to the Cauchy problem (1.1) with initial data $\nu$. Before estimating the distance between $\mu_t$ and $\eta_t$ we estimate $\|V\|_{L^1(\mu_t)}$. Now let $\delta < 1$. With the aid of condition (H1) we deduce that
\[
\int_{\mathbb{R}^d} V \, d\mu_t \leq \int_{\mathbb{R}^d} V \, d\nu + (1 - \delta) C t - (1 - \delta) \int_0^t \int_{\mathbb{R}^d} V \, d\mu_s \, ds.
\]
If $\delta = 1$, then $\|V\|_{L^1(\mu_t)} \leq \|V\|_{L^1(\nu)}$. If $\delta < 1$, then by Gronwall’s inequality we obtain
\[
\int_{\mathbb{R}^d} V \, d\mu_t \leq \left( \int_{\mathbb{R}^d} V \, d\nu - \frac{C'}{\Lambda} \right) e^{-\Lambda (1 - \delta) t} + \frac{C'}{\Lambda}.
\]
If $\delta < 1$, then, starting from some $\tau_0 > 0$, we can assume that $\|V\|_{L^1(\mu_t)} \leq C\Lambda^{-1} + 1$ for all $t \geq \tau_0$. Since we are interested in convergence as $t \to \infty$, we can always consider the Cauchy problem for $t > \tau_0$ and with the initial condition $\mu_{\tau_0}$ in place of $\nu$. Hence we assume further that for $\delta = 1$ we have $\|V\|_{L^1(\mu_t)} \leq \|V\|_{L^1(\nu)}$, and for $\delta < 1$ we have $\|V\|_{L^1(\mu_t)} \leq C\Lambda^{-1} + 1$. Let
\[
\theta = \max\{\|V\|_{L^1(\nu)}, C\Lambda^{-1} + 1, \|\mu\|_1\},
\]
and let $\theta = 1 + C_1/C_2$ in the conditions of Theorem 3.3. We observe that by the uniqueness of solutions to the Cauchy problem (1.1) under our assumptions about the coefficients (see Proposition 4.4) the solution $\mu_{t+t}$ to the Cauchy problem with the initial condition $\nu$ coincides for $t \geq 0$ with the solution $\mu_t$ to the Cauchy with the initial condition $\mu_{\tau}$.}

**Lemma 3.6.** Let $\tau \geq \tau_0$. Let $\{\mu_t\}$ be the solution to the Cauchy problem (1.1) and let $\{\eta_t\}$ be the solution to the Cauchy problem $\partial_t \eta_t = L^* \eta_t$, $\eta_0 = \mu_\tau$. Then
\[
\|\mu_{t+t} - \eta_t\| W \leq \varepsilon C(\theta) \left( \int_0^t \|\mu_{t+t} - \mu\| W^2 \, dt \right)^{1/2}, \quad C(\theta) = \theta (8K_1^2 N_2(\theta) \theta^2 t + \theta).
\]
Proof. Let \( \tilde{\mu}_t = \mu_{t+1} \). Let \( \{T_t\}_{t \geq 0} \) be the semigroup with the generator \( L \) from the previous proof. Set

\[
u(x,t) = T_{s-t} \psi(x),
\]

where \( \psi \in C_0^\infty(\mathbb{R}^d) \) and \( |\psi(x)| \leq W(x) \) for all \( x \). Then

\[
\int_{\mathbb{R}^d} \psi d(\tilde{\mu}_t - \eta_t) = \int_0^t \int_{\mathbb{R}^d} (b(x, \tilde{\mu}_t) - b(x, \mu), \nabla_x u) \tilde{\mu}_t(dx) dt.
\]

We need a bound on \( |\nabla_x u| \). We have

\[
\int_{\mathbb{R}^d} \psi(x)^2 \tilde{\mu}_t(dx) - \int_{\mathbb{R}^d} u(x,0)^2 \mu_t(dx)
= \int_0^t \int_{\mathbb{R}^d} \left[ 2\sqrt{\nabla u(x)^2} + 2(b(x, \tilde{\mu}_t) - b(x, \mu), \nabla_x u(x))u(x) \right] \tilde{\mu}_t(dx) dt.
\]

Recall that \( |u| \leq 2W \) and

\[
|b(x, \tilde{\mu}_t) - b(x, \mu)| \leq \varepsilon N_2(\theta)V(x)^{1/2} \left\| \tilde{\mu}_t - \mu \right\|_W,
\]

where \( \left\| \tilde{\mu}_t - \mu \right\|_W \leq 2\theta^{1/2} \). Since

\[
2|b(x, \tilde{\mu}_t) - b(x, \mu), \nabla_x u(x))u(x)| \leq 4K_1N_2(\theta)^2\theta V(x) + 2^{-1}K_1^{-1} |\nabla_x u|^2,
\]

we obtain

\[
\int_0^t \int_{\mathbb{R}^d} |\nabla u|^2 d\tilde{\mu}_t dt \leq 8K_1^2N_2(\theta)^4 \theta^2 t + \theta.
\]

Let us observe that

\[
\int_0^t \int_{\mathbb{R}^d} (b(x, \tilde{\mu}_t) - b(x, \mu), \nabla_x u(x)) \tilde{\mu}_t(dx) dt
\leq \varepsilon \theta \left( 8 K_1^2 N_2(\theta)^4 \theta^2 t + \theta \right) \left( \int_0^t \left\| \tilde{\mu}_t - \mu \right\|^2_W dt \right)^{1/2}.
\]

We obtain

\[
\int_{\mathbb{R}^d} \psi d(\tilde{\mu}_t - \eta_t) \leq \varepsilon \theta \left( 8 K_1^2 N_2(\theta)^4 \theta^2 t + \theta \right) \left( \int_0^t \left\| \tilde{\mu}_t - \mu \right\|^2_W dt \right)^{1/2}.
\]

Since \( |\psi| \leq W \), we have

\[
\left\| \tilde{\mu}_t - \eta_t \right\|_W \leq \varepsilon \theta \left( 8 K_1^2 N_2(\theta)^4 \theta^2 t + \theta \right) \left( \int_0^t \left\| \tilde{\mu}_t - \mu \right\|^2_W dt \right)^{1/2}.
\]

which completes the proof. \( \square \)

We are now ready to prove our main theorems.

Proof of Theorem 3.1. Let \( \tau \geq \tau_0 \). We recall that \( \mu_{t+1} \) with \( t > 0 \) solves the Cauchy problem (1.1) with the initial condition \( \mu_t \). Let \( \eta_t \) be the solution to the linear Cauchy problem \( \partial_t \eta_t = L^*_t \eta_t, \eta_0 = \mu_t \). Using Lemma 3.5 and Lemma 3.6 we obtain

\[
\left\| \mu_{t+1} - \mu \right\|_W \leq \left\| \eta_t - \mu \right\|_W + \left\| \mu_{t+1} - \eta_t \right\|_W
\leq N e^{-\lambda t} \left\| \mu_t - \mu \right\|_W + \varepsilon \theta \left( 8 K_1^2 N_2(\theta)^4 \theta^2 t + \theta \right) \left( \int_0^t \left\| \mu_{t+1} - \mu \right\|^2_W dt \right)^{1/2}.
\]

Let \( T > 0 \) be such that \( N e^{-\lambda T} < 1/2 \). Set

\[
M = \theta \left( 8 K_1^2 N_2(\theta)^4 T + \theta \right).
\]

For any \( t \in [0, T] \) we have

\[
\left\| \mu_{t+1} - \mu \right\|_W \leq N \left\| \mu_t - \mu \right\|_W + \varepsilon M \left( \int_0^t \left\| \mu_{t+1} - \mu \right\|^2_W dt \right)^{1/2}.
\]
By Gronwall’s inequality
\[ \|\mu_{t+t} - \mu\|_W \leq 2Ne^{2\varepsilon M^2 t}\|\mu_t - \mu\|_W \leq 2Ne^{2\varepsilon M^2 T}\|\mu_T - \mu\|_W. \] (3.2)

Therefore,
\[ \|\mu_{t+T} - \mu\|_W \leq \left(\frac{1}{2} + 2N\varepsilon MT^{1/2}e^{2\varepsilon M^2 T^2}\right)\|\mu_T - \mu\|_W. \]

Let us take \(\varepsilon_0 > 0\) such that
\[ q = \frac{1}{2} + 2N\varepsilon MT^{1/2}e^{2\varepsilon M^2 T^2} < 1 \quad \forall \varepsilon \in (0, \varepsilon_0). \]

Then
\[ \|\mu_{t+T} - \mu\|_W \leq q\|\mu_T - \mu\|_W \quad \forall \tau \geq \tau_0. \]

We have \(\|\mu_{\tau_0+nT} - \mu\|_W \leq \theta^n\|\mu_{\tau_0} - \mu\|_W\). Using this estimate and (3.2), we obtain
\[ \|\mu_t - \mu\|_W \leq \alpha_1e^{-\alpha_2 t} \quad \forall t \geq 0, \]

which completes the proof. \(\square\)

It is seen from the proof above that \(\varepsilon_0\) depends on the quantities \(N\) and \(\lambda\) from Lemma 3.5 and on the number \(\theta\) defined before Lemma 3.6. Thus, under the conditions of Theorem 3.3 the number \(\varepsilon_0\) depends only on \(C_1, C_2\) and the functions \(N_1\) and \(N_2\).

**Remark 3.7.** Let us discuss in more detail Example 1.1 from the introduction. Let \(d = 1, A = 1\) and
\[ b_\varepsilon(x, \mu) = -x + \varepsilon B(\mu), \quad B(\mu) = \int x \mu(dx), \quad \varepsilon \geq 0. \]

In the case where \(0 \leq \varepsilon < 1\), the standard Gaussian measure \(\mu\) is the unique probability solution to the stationary equation. Let us show that for every initial condition \(\nu\) with a finite first moment the measures \(\mu_t\) from the solution to the Cauchy problem converge to \(\mu\). The justification repeats the main steps of the proof of Theorem 3.1. We observe that
\[ \frac{d}{dt} B(\mu_t) = -(1 - \varepsilon)B(\mu_t), \quad B(\mu_{t+s}) = e^{-(1-\varepsilon)t}B(\mu_s). \]

Moreover,
\[ \int |x|^2 d\mu_t \leq \int |x|^2 \nu(dx) + (1 - \varepsilon)^{-1} \int |x| \nu(dx). \]

Let \(\tau > 0\) and let \(\{\eta_t\}\) be the solution to the Cauchy problem
\[ \partial_t \eta_t = \eta'' + (x \eta'), \quad \eta_0 = \mu_\tau. \]

By Lemma 3.5 with \(W(x) = (1 + |x|^2)^{1/2}\) and \(V(x) = 1 + |x|^2\) we have
\[ \|\eta_t - \mu\|_W \leq C_1 e^{-C_2\tau^2}\|\mu_t - \mu\|_W \leq C_3 e^{-C_2\tau}. \]

Since
\[ b(x, \mu_{t+s}) - b(x, \mu) = \varepsilon B(\mu_{t+s}) = \varepsilon e^{-(1-\varepsilon)t}B(\mu_\tau), \]
repeating the reasoning from Lemma 3.6 one can readily obtain the bound
\[ \|\mu_{t+t} - \eta_t\|_W \leq C(\varepsilon)B(\mu_\tau) \leq C_4 e^{-(1-\varepsilon)t}, \quad t \in [0, \tau]. \]

Combining the obtained estimates for \(t = \tau\), we conclude that
\[ \|\mu_{2\tau} - \mu\|_W \leq \|\mu_{2\tau} - \eta_\tau\|_W + \|\eta_\tau - \mu\|_W \leq C_4 e^{-(1-\varepsilon)\tau} + C_3 e^{-C_2\tau}. \]

Thus,
\[ \|\mu_t - \mu\|_W \leq \alpha_1 e^{-\alpha_2 t}. \]

Note that in this case the specific form of \(b_\varepsilon(x, \mu)\) has enabled us to use the exponential convergence of \(B(\mu_t)\) to zero in place of Condition (H3) (Lipschitzness in \(\mu\)).

The case where \(\varepsilon = 1\) has been considered in the introduction. In addition, it is covered by Theorem 3.1.

We now consider the case where \(\varepsilon > 1\). Then the unique stationary solution is the standard Gaussian measure and the solutions to the Cauchy problem converge in total variation norm to this measure only if the initial condition \(\nu\) has zero mean. In case of a nonzero mean of \(\nu\) it is
easy to see that there is no convergence in total variation norm with weight \((1 + |x|)\), because in this case the means of \(\mu_t\) must converge to the mean of the stationary distribution, while in our example with \(\varepsilon > 1\) the mean of \(\mu_t\) equals \(B(\nu)e^{(\varepsilon - 1)t}\) and tends to infinity. However, one still might hope that there is convergence in some weaker sense, for example, weak convergence. However, weak convergence also fails in case of a nonzero mean of \(\nu\). Indeed, let \(\varphi \in C_0^\infty(\mathbb{R})\). Then

\[
\int \varphi d\mu - \int \varphi d\nu = \int_0^t \left[ \int (\varphi'' - x\varphi') d\mu_s + B(\nu)e^{(\varepsilon - 1)s} \int \varphi' d\mu_s \right] ds.
\]

If \(\mu_t\) converges to the stationary distribution \(\mu\) in the sense of weak convergence, then all integrals with \(\varphi'', x\varphi', \varphi'\) and \(\varphi\) converge to some constants. Let

\[
\int \varphi' d\mu \neq 0.
\]

Then the right-hand side of the integral equality above is unbounded as \(t \to \infty\), which contradicts the boundedness of the left-hand side.

**Remark 3.8.** Let us explain why convergence in the Kantorovich distance can be more easily verified. We consider the following example (see also [9, Remark 4.2]). Let \(A = I\), \(\sup_{x,\mu} |b(x, \mu)|/(1 + |x|)^m < \infty\) and suppose that there exist numbers \(\kappa > 0\) and \(C > 0\) such that

\[
|b(x, \mu) - b(x, \sigma)| \leq CW_1(\mu, \sigma), \quad (x - y, b(x, \mu) - b(y, \mu)) \leq -\kappa|x - y|^2,
\]

where \(W_1(\mu, \sigma)\) is the Kantorovich metric defined as the supremum of the quantities

\[
\int_{\mathbb{R}^d} \varphi d(\mu - \sigma)
\]

over all 1-Lipschitz functions \(\varphi\). Suppose that \(C < \kappa\). Then it is not difficult to show that the solution \(\{\mu_t\}\) to the Cauchy problem (1.1) with the initial condition \(\nu\) converges to the stationary solution \(\mu\) (the existence of which follows by [9, Theorem 4.1]), moreover,

\[
W_1(\mu_t, \mu) \leq e^{-(\kappa - C)t}W_1(\nu, \mu).
\]

Let us note the remarkable sharpness of this result: in Example 1.1 we have \(\kappa = 1\), \(C = \varepsilon\), and already for \(C = \kappa (\varepsilon = 1)\) the assertion about convergence fails. A justification of this result is not difficult. Let \(\{T_t\}\) be the semigroup on \(L^1(\mu)\) generated by the operator \(Lf = \Delta f + (b(x, \mu), \nabla f)\) (see [10, Chapter 5]). The measure \(\mu\) is invariant with respect to \(T_t\). For every function \(f \in C_0^\infty(\mathbb{R}^d)\) with \(|\nabla f| \leq 1\) we have \(|\nabla T_tf| \leq e^{-\kappa t}\) (see [10, Theorem 5.6.41]). Multiplying the Fokker–Planck–Kolmogorov equation by the function \(u(x, t) = T_{t-\tau}f(x)\) and integrating by parts (which is possible by the stated properties of \(u\)) we derive that

\[
\int_{\mathbb{R}^d} f d(\mu_t - \mu) = \int_{\mathbb{R}^d} u(x, 0) d(\nu - \mu) + \int_0^T \int_{\mathbb{R}^d} (b(x, \mu_t) - b(x, \mu), \nabla u) d\mu_t dt,
\]

which yields the estimate

\[
W_1(\mu_t, \mu) \leq W_1(\nu, \mu)e^{-\kappa \tau} + C \int_0^\tau W_1(\mu_t, \mu)e^{-\kappa(t-\tau)} dt.
\]

It remains to apply Gronwall’s inequality.

### 4. Solvability of nonlinear Fokker–Planck–Kolmogorov equations

In this section we discuss conditions under which the stationary equation and the Cauchy problem for the Fokker–Planck–Kolmogorov equation have solutions.

Let \(\mathcal{H}\) be the set of all functions \(h \in C(\mathbb{R}^d)\) such that \(\sup_x |h(x)|/W(x) < \infty\) and

\[
L_\sigma \psi(x) = C_1(\sigma)h(x) + C_2(\sigma)
\]

for some function \(\psi \in H^W_0\) and all \(\sigma \in \mathcal{P}_V(\mathbb{R}^d)\), where \(C_1(\sigma)\) and \(C_2(\sigma)\) are numbers depending on \(\sigma\). According to Proposition 2.4, if \(\mu\) is a solution to the linear stationary Fokker–Planck–Kolmogorov equation with the drift coefficient \(b(x, \sigma)\), then \(\mu(h) = \sigma(h)\) for every function \(h \in \mathcal{H}\).
Proposition 4.1. Suppose that for every measure \( \nu \in \mathcal{P}_V(\mathbb{R}^d) \) and every ball \( U \) there exist numbers \( \delta \in (0,1) \), \( C > 0 \), \( \Lambda > 0 \) and for every ball \( U \) there exists a positive function \( \alpha \to N(\alpha,U) \), which depends also on \( \nu \), such that for all \( \alpha > 0 \) and \( \mu \in \mathcal{M}_\alpha(V) \) satisfying the condition \( \mu|_H = \nu|_H \) we have
\[
L_\mu V \leq (1-\delta)C + \Lambda(\delta \alpha - V), \quad \sup_{x \in U} |b(x,\mu)| \leq N(\alpha,U).
\]
Suppose also that for all \( \alpha > 0 \) and \( \mu_n, \mu \in \mathcal{M}_\alpha(V) \) convergence \( \|\mu_n - \mu\|_W \to 0 \) yields that \( b(x,\mu_n) \) converges to \( b(x,\mu) \) uniformly on every ball. Then for every measure \( \nu \in \mathcal{P}_V(\mathbb{R}^d) \) there exists a solution \( \mu \) to the stationary equation (1.3) such that \( \nu|_H = \mu|_H \).

**Proof.** Let \( \sigma \in \mathcal{P}_V(\mathbb{R}^d) \) and \( \sigma|_H = \nu|_H \). It is well-known (see [10, Corollary 2.4.2 and Theorem 4.1.6]) that there is a unique probability solution \( \mu \) to the linear equation
\[
L^*_\mu = 0.
\]
According to [10, Theorem 2.3.2] we have
\[
\int_{\mathbb{R}^d} V \, d\mu \leq (1-\delta)CA^{-1} + \delta \int_{\mathbb{R}^d} V \, d\sigma.
\]
Set
\[
\alpha = \max\{CA^{-1}, \|V\|_{L^1(\sigma)}\}.
\]
Thus we have \( \|V\|_{L^1(\mu)} \leq \alpha \) and \( \mu|_H = \sigma|_H = \nu|_H \). Since \( \sup_U |b(x,\mu)| \leq N(\alpha,U) \), the measure \( \mu \) has a density \( \rho \) and, for every ball \( U \) and for some \( \delta \in (0,1) \), one has
\[
\|\rho\|_{C^\delta(U)} \leq C(U),
\]
where \( C(U) \) depends only on \( U, d, N(\alpha,U) \), and \( A \) (see [10, Corollary 1.6.7]). Set
\[
\mathcal{K} = \left\{ \mu \in \mathcal{M}_\alpha(V) : \mu|_H = \nu|_H, \quad \mu = \rho \, dx, \quad \|\rho\|_{C^\delta(U)} \leq C(U) \right\},
\]
where \( C^\delta(U) \) is the space of \( \delta \)-Hölder functions with its natural Hölder norm
\[
\|g\|_{C^\delta(U)} = \sup_x |g(x)| + \sup_{x \neq y} |g(x) - g(y)|/|x-y|^\delta.
\]
The set \( \mathcal{K} \) is convex and compact in \( L^1(\mathbb{R}^d) \) and \( T : \mathcal{K} \to \mathcal{K} \). Compactness follows from the fact that, for any sequence \( \{\rho_n\} \in \mathcal{K} \), the measures \( \rho_n \, dx \) are uniformly tight, hence there is a weakly convergent subsequence. The uniform local Hölder continuity enables us to select a further subsequence in \( \{\rho_n\} \) that converges uniformly on balls. Along with weak convergence this yields convergence in variation.

Next, if \( \rho_n \in \mathcal{K} \) and \( \rho_n \to \rho \) in \( L^1(\mathbb{R}^d) \), then
\[
\|\rho_n - \rho\|_W \leq \max_{|x| \leq R} W(x)\|\rho_n - \rho\|_{L^1(\mathbb{R}^d)} + 2\alpha (\min_{|x| \geq R} W(x))^{-1}.
\]
It follows that \( \|\rho_n - \rho\|_W \to 0 \) and \( b(x,\rho_n \, dx) \to b(x,\rho \, dx) \) uniformly on every ball. For every \( h \in \mathcal{H} \) we obtain
\[
\int h \rho_n \, dx \to \int h \rho \, dx.
\]
Moreover, \( \sigma_n = T(\rho_n) \) has a subsequence that converges uniformly on every ball and in \( L^1(\mathbb{R}^d) \). Therefore, \( \sigma_n \to \sigma \), where \( \sigma \) is a unique probability solution to the equation
\[
L^*_\sigma = 0.
\]
Consequently, \( T \) is a continuous mapping. By Schauder’s fixed point theorem there exists \( \mu \in \mathcal{K} \) such that \( T(\mu) = \mu \).

**Example 4.2.** Let \( d \geq 1, A = I \),
\[
b(x,\mu) = -Rx + \left( \int_{\mathbb{R}^d} (v, y) \mu(dy) \right) h + \int_{\mathbb{R}^d} H(x,y) \mu(dy),
\]
where \( R \) is a constant matrix, \( v \) and \( h \) are constant vectors and
\[
R^*v = \lambda v, \quad \langle v, h \rangle = \lambda, \quad \langle H(x,y), v \rangle = 0.
\]
Suppose also that
\[
\langle Rx, x \rangle \geq q|x|^2, \quad q > 0, \quad \sup_{x,y} |H(x,y)| < \infty.
\]

We show that all conditions in Proposition 4.1 are fulfilled with \(V(x) = (1 + |x|)^2\) and \(W(x) = (1 + |x|)\). The function \(x \to \langle v, x \rangle\) belongs to \(L^W_0\). In addition, according to Example 2.7 the function \(x \to \langle v, x \rangle\) belongs to \(\mathcal{H}\). Let \(\mu\) be a probability measure with
\[
\int_{\mathbb{R}^d} \langle v, y \rangle \mu(dy) = Q.
\]

Then
\[
L_\mu(1 + |x|^2) \leq 2d + q + q^{-1}(|n|Q) + \sup_{x,y} |H(x,y)|^2 - q(1 + |x|^2),
\]
\[
|b(x, \mu)| \leq (\|R\| + |n|Q) + \sup_{x,y} |H(x,y)|(1 + |x|^2)^{1/2}.
\]

Thus, the conditions of the theorem are fulfilled and for every number \(Q\) there exists a solution to the stationary equation with such coefficients.

**Remark 4.3.** Suppose that in place of conditions of Proposition 4.1 the following stronger conditions hold: there are positive numbers \(C_1, C_2\) such that, for every ball \(U\), there is a positive function \(\alpha \mapsto N(\alpha, U)\) such that for all \(\alpha > 0\) and all \(\mu \in \mathcal{M}_\alpha(V)\) we have
\[
L_\mu V \leq C_1 - C_2 V, \quad \sup_{x \in U} |b(x, \mu)| \leq N(\alpha, U).
\]

Suppose also that for all \(\alpha > 0\) and \(\mu_n, \mu \in \mathcal{M}_\alpha(V)\) convergence \(\|\mu_n - \mu\|_W \to 0\) yields that \(b(x, \mu_n)\) converges to \(b(x, \mu)\) uniformly on every ball. Then there exists a stationary solution \(\mu\) such that
\[
\int_{\mathbb{R}^d} V d\mu \leq \frac{C_1}{C_2}.
\]

The proof repeats the reasoning given above. We only observe that for every \(\sigma \in \mathcal{P}_V(\mathbb{R}^d)\) the solution \(\mu\) to the equation \(L^*_\mu = 0\) satisfies the inequality \(\|V\|_{L^1(\mu)} < C_1/C_2\) (see [10, Theorem 2.3.2]) and the mapping \(T\) from the proof of Proposition 4.1 maps \(\mathcal{M}_\alpha(V)\) with \(\alpha = C_1/C_2\) into the same set.

We now discuss the Cauchy problem (1.1). The next proposition gives conditions that guarantee the existence of a solution \(\mu_t\) on \([0, +\infty)\) such that for every \(T > 0\) one has
\[
\sup_{t \in [0,T]} \int_{\mathbb{R}^d} V d\mu_t < \infty.
\]

**Proposition 4.4.** Suppose that there exist continuous positive functions \(N_1, N_2, N_3\) such that for all \(\alpha > 0\) and \(\mu, \sigma \in \mathcal{M}_\alpha(V)\) we have
\[
L_\mu V(x) \leq N_1(\alpha), \quad |b(x, \mu)| \leq N_2(\alpha)V^{1-\gamma}, \quad |b(x, \mu) - b(x, \sigma)| \leq N_3(\alpha)V^{3/2}\|\mu - \sigma\|_W.
\]

If
\[
\int_0^{+\infty} \frac{d\alpha}{N_1(\alpha)} = +\infty,
\]
then for every initial condition \(\nu \in \mathcal{P}_V(\mathbb{R}^d)\) there exists a solution \(\{\mu_t\}\) to the Cauchy problem (1.1) on \([0, +\infty)\) such that for every \(T > 0\)
\[
\sup_{t \in [0,T]} \int_{\mathbb{R}^d} V d\mu_t < \infty.
\]

**Proof.** We first prove the existence of a solution on \([0, T]\) for every fixed \(T > 0\). Let \(\alpha(t)\) be a positive continuous function on \([0, T]\). If \(\sigma_t \in \mathcal{M}_{\alpha(t)}(V)\), then
\[
|b(x, \sigma_t)| \leq MV(x)^{1/2-\gamma}, \quad M = \max_{t \in [0,T]} N_2(\alpha(t)).
\]

Since \(L_{\sigma_t} V(x) \leq N_1(\alpha(t)) \leq \max_{t \in [0,T]} N_1(\alpha(t))\), by the standard existence condition involving a Lyapunov function (see [10]) there exists a unique solution \(\{\mu_t\}\) to the Cauchy problem
\[
\partial_t \mu_t = L^*_{\alpha(t)} \mu_t, \quad \mu_0 = \nu.
\]
Moreover, $\mu_t(dx) = \varrho(x,t) dx$ and for some $\delta \in (0,1)$ we have
\[ \|\varrho\|_{C^4(U \times J)} \leq C(U, J) \]
for every ball $U \subset \mathbb{R}^d$ and every interval $J \subset (0, T)$. Note also that by [10, Theorem 7.1.1]
\[ \int_{\mathbb{R}^d} V(x) \mu_t(dx) \leq \int_0^T N_1(\alpha(s)) ds + \int_{\mathbb{R}^d} V(x) \nu(dx). \]

Let us define $\alpha(t)$ by means of the following expression:
\[ \int_{\alpha_0}^{\alpha(t)} \frac{du}{N_1(u)} = t, \quad \alpha_0 = \int_{\mathbb{R}^d} V(x) \nu(dx). \]

By (4.1) the function $\alpha$ is defined on $[0, +\infty)$. If we take $\sigma_t \in \mathcal{M}_{\alpha(t)}(V)$, then the corresponding solution $\mu_t$ will belong to $\mathcal{M}_{\alpha(t)}(V)$. Let $\mathcal{K}_1$ be the set of all functions $\varrho$ on $\mathbb{R}^d \times [0, T]$ such that $\varrho \in C([\mathbb{R}^d \times (0, T)])$, $\varrho \geq 0$ and
\[ \int_{\mathbb{R}^d} \varrho(x,t) dx = 1, \quad \int_{\mathbb{R}^d} \varrho(x,t)V(x) dx \leq \alpha(t), \quad \|\varrho\|_{C^4(U \times J)} \leq C(U, J). \]

Note that $\mathcal{K}_1$ is convex and compact in $L^1([\mathbb{R}^d \times [0, T])$. Let us define $T: \mathcal{K}_1 \to \mathcal{K}_1$ as follows: to each $\sigma_t = v(x,t) dx$ with $v \in \mathcal{K}_1$, the mapping $T$ associates the solution $\mu_t = \varrho(x,t) dx$. If $v_n, v \in \mathcal{K}_1$ and $v_n \to v$ in $L^1([\mathbb{R}^d \times [0, T])$, then $\|v_n(y,t) dy - v(y,t) dy\|_W \to 0$. It follows that $b(x,v_n(y,t) dy) \to b(x,v(y,t) dy)$ for all $(x,t)$. Thus, the corresponding solutions $\mu_n$ converge to the solution $\mu$, hence the mapping $T$ is continuous. By Schauder’s fixed point theorem there exists $\varrho \in \mathcal{K}_1$ such that $T(\varrho) = \varrho$. By [30, Theorem 3.1] the constructed solution to the Cauchy problem (1.1) is unique on $[0, T]$ for every $T > 0$. This yields the existence and uniqueness on the whole half-line $[0, +\infty)$. \hfill \Box
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