JOINT DISTRIBUTION OF CONJUGATE ALGEBRAIC NUMBERS: A RANDOM POLYNOMIAL APPROACH
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ABSTRACT. We count the algebraic numbers of fixed degree by their $w$-weighted $l_p$-norm which generalizes the naive height, the length, the Euclidean and the Bombieri norms. For non-negative integers $k, l$ such that $k + 2l \leq n$ and a Borel subset $B \subset \mathbb{R} \times \mathbb{C}^l_0$, denote by $\Phi_{p,w,k,l}(Q,B)$ the number of ordered $(k+l)$-tuples in $B$ of conjugate algebraic numbers of degree $n$ and $w$-weighted $l_p$-norm at most $Q$. We show that

$$\lim_{Q \to \infty} \frac{\Phi_{p,w,k,l}(Q,B)}{Q^{n+1}} = \frac{\text{Vol}_{n+1}(\mathbb{B}_{Q,p}^{n+1})}{2\pi(n+1)} \int_B \rho_{p,w,k,l}(x,z) \, dx \, dz,$$

where $\text{Vol}_{n+1}(\mathbb{B}_{Q,p}^{n+1})$ is the volume of the unit $w$-weighted $l_p$-ball and $\rho_{p,w,k,l}$ will denote the correlation function of $k$ real and $l$ complex zeros of the random polynomial $\sum_{j=1}^n \rho_j \omega^j z^j$, where $\rho_j$ are i.i.d. random variables with density $c_P e^{-|x|^p}$ for $0 < p < \infty$ and with constant density on $[-1, 1]$ for $p = \infty$. If the boundary of $B$ is of Lipschitz type, we also estimate the rate of convergence. We give an explicit formula for $\rho_{p,w,k,l}$, which in the case $k + 2l = n$ has a very simple form. To this end, we obtain a general formula for the correlations between real and complex zeros of a random polynomial with arbitrary independent absolutely continuous coefficients.

1. Introduction

What is the distribution of algebraic numbers of a given degree $n$? To answer this question, we first need to define a suitable notion for it. For discrete sets like e.g. infinite subsets of integers one is lead to consider asymptotic relative densities of such sets in intervals of integers $[1,N]$ in the large $N$ limit. Clearly, this direct approach does not work for algebraic numbers (real or complex), since any domain contains an infinite number of them (even for a fixed degree $n$). A possible solution is the following classical ordering of algebraic numbers by the concept of height.

Let $\mathbb{Q}$ denote the field of (all) algebraic numbers over $\mathbb{Q}$. A function $h : \mathbb{Q} \to \mathbb{R}_+$ is called a height function if for any $n \in \mathbb{Z}_+$ and $Q > 0$ there are only finitely many algebraic numbers $\alpha$ of degree $n$ such that $h(\alpha) \leq Q$. Note that usually it is required (and we will always assume this) that $h(\alpha') = h(\alpha)$ for all conjugates of $\alpha$.

Having defined $h$, we are interested in the asymptotic number of $\alpha \in \mathbb{Q}$ of degree $n$ lying in a given subset $B$ of $\mathbb{R}$ or $\mathbb{C}$ such that $h(\alpha) \leq Q$ as $Q \to \infty$. More generally, for $k = 1, \ldots, n$, one would like to determine the asymptotic behaviour of the number of $k$-tuples $(\alpha_1, \ldots, \alpha_k) \in B_1 \times \cdots \times B_k$ of conjugate algebraic numbers of degree $n$ and height at most $Q$ as $Q \to \infty$.
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In this paper, we consider the so-called weighted \( l_p \)-heights \( (p \in (0, \infty]) \).

We would like to emphasize that throughout this paper the degree \( n \) of polynomials, algebraic numbers, etc. is fixed.

Section 2 contains some basic notation. In Section 3, we describe the problem of counting vectors with algebraic coordinates and formulate the main number-theoretical results of the paper. Section 4 gives a necessary account of related topics in random polynomials. There we formulate the principal result relating the distribution functions for conjugate algebraic numbers. Sections 5–8 contain the proofs of our statements.

2. Basic definitions

Given a polynomial \( q(z) := a_0 + a_1z + \cdots + a_nz^n \) and a vector of positive weights \( \mathbf{w} = (w_0, w_1, \ldots, w_n) \) define the \( \mathbf{w} \)-weighted \( l_p \)-norm of \( q \) as

\[
l_{p,\mathbf{w}}[q] := \left\{ \left( \sum_{i=0}^{n} |w_i a_i|^p \right)^{1/p}, \quad 0 < p < \infty; \quad \max_{0 \leq i \leq n} w_i |a_i|, \quad p = \infty \right\}.
\]

Although it is not a real norm for \( 0 < p < 1 \), all our results remain true in this case as well.

In the non-weighted case \( \mathbf{w} = 1 \), this notion generalizes the naïve height \( (p = \infty) \), the length \( (p = 1) \), and the Euclidean norm \( (p = 2) \):

\[
H[q] := \max_{0 \leq i \leq n} |a_i|, \quad L[q] := \sum_{i=0}^{n} |a_i|, \quad \|q\| := \left( \sum_{i=0}^{n} a_i^2 \right)^{1/2}.
\]

An important weighted example is the Bombieri \( p \)-norm:

\[
[q]_p := \left( \sum_{i=0}^{n} \binom{n}{i}^{1-p} |a_i|^p \right)^{1/p}.
\]

Denote by \( \mathbb{B}^{n+1}_{p,\mathbf{w}} \) the \((n + 1)\)-dimensional unit \( l_{p,\mathbf{w}} \)-ball:

\[
\mathbb{B}^{n+1}_{p,\mathbf{w}} := \left\{ (a_0, \ldots, a_n) \in \mathbb{R}^{n+1} : \sum_{i=0}^{n} w_i a_i^p \leq 1 \right\}.
\]

Using the well-known formula for the volume of the (non-weighted) unit \( l_p \)-ball \( \mathbb{B}^{n+1}_p \) we have

\[
\text{Vol}_{n+1}(\mathbb{B}^{n+1}_{p,\mathbf{w}}) = \text{Vol}_{n+1}(\mathbb{B}^{n+1}_p) \frac{\prod_{i=0}^{n} w_i}{\prod_{i=0}^{n} w_i^{1/p}} = \begin{cases} \frac{2^{n+1} \Gamma\left(1 + \frac{1}{p}\right)^{n+1}}{\prod_{i=0}^{n} w_i^{1/p}}, & p < \infty, \\ \frac{\prod_{i=0}^{n} w_i^{1/p}}{\prod_{i=0}^{n} w_i}, & p = \infty. \end{cases}
\]

Let \( \mathcal{P}_{p,\mathbf{w}}(Q) \) denote the class of integral polynomials (polynomials with integer coefficients) of degree \( n \) and the \( l_{p,\mathbf{w}} \)-height at most \( Q \):

\[
\mathcal{P}_{p,\mathbf{w}}(Q) := \{ q \in \mathbb{Z}[z] : \deg[q] = n, l_{p,\mathbf{w}}[q] \leq Q \}.
\]

We say that an integral polynomial is prime, if it is irreducible over \( \mathbb{Q} \), primitive (the greatest common divisor of its coefficients equals 1), and its leading coefficient is positive. Denote by \( \mathcal{P}^*_{p,\mathbf{w}}(Q) \) the class of prime polynomials from \( \mathcal{P}_{p,\mathbf{w}}(Q) \):

\[
\mathcal{P}^*_{p,\mathbf{w}}(Q) := \{ q \in \mathcal{P}_{p,\mathbf{w}}(Q) : q \text{ is prime} \}.
\]

The minimal polynomial of an algebraic number \( \alpha \) is the (unique) prime polynomial \( q \) such that \( q(\alpha) = 0 \). We put by definition

\[
l_{p,\mathbf{w}}[\alpha] := l_{p,\mathbf{w}}[q].
\]
The other roots of $q$ are called the (algebraic) conjugates of $\alpha$.

3. DISTRIBUTION OF ALGEBRAIC NUMBERS

We would like to study the joint distribution of several conjugate algebraic numbers of degree $n$ and bounded height. What is the natural configuration space for this problem? Consider a prime polynomial of degree $n$. Some of its zeros are real, and the rest are symmetric with respect to the real line. Thus we may neglect the zeros lying in $C_-$. Fix some integer numbers $k, l \geq 0$ such that $0 < k + 2l \leq n$.

For a measurable set $B \subset \mathbb{R}^k \times C^l_+$ and the height function $l_{p,w}$ denote by $\Phi_{p,w,k,l}(Q,B)$ the number of $(k + l)$-tuples $(\alpha_1, \ldots, \alpha_k, \beta_1, \ldots, \beta_l) \in B$ of distinct numbers such that for some $q \in T^*_{p,w}(Q)$ it holds

$$q(\alpha_1) = \cdots = q(\alpha_k) = q(\beta_1) = \cdots = q(\beta_l) = 0.$$

Essentially $\Phi_{p,w,k,l}(Q,B)$ denotes the number of ordered $(k + l)$-tuples in $B$ of conjugate algebraic numbers of degree $n$ and height $l_{p,w}$ at most $Q$.

We always assume that $B$ is measurable and its boundary $\partial B$ has Lebesgue measure 0. Our aim is to show that there exists a non-trivial limit

$$\lim_{Q \to \infty} \frac{\Phi_{p,w,k,l}(Q,B)}{Q^{n+1}}$$

and to find its exact value.

**Theorem 3.1.** For $p \in (0, \infty]$, a fixed positive vector $w = (w_0, w_1, \ldots, w_n)$, and some integer numbers $k, l \geq 0$ such that $0 < k + 2l \leq n$, there exists a function $\rho_{p,w,k,l} : \mathbb{R}^k \times C^l_+ \to \mathbb{R}_+$ such that for any measurable $B \subset \mathbb{R}^k \times C^l_+$ with the boundary having Lebesgue measure 0 we have

$$\lim_{Q \to \infty} \frac{\Phi_{p,w,k,l}(Q,B)}{Q^{n+1}} = \frac{\text{Vol}_{n+1}(\mathbb{B}^{n+1}_{p,w})}{2^{\zeta(n+1)}} \int_B \rho_{p,w,k,l}(x,z)dx, dz,$$

where the formula for $\text{Vol}_{n+1}(\mathbb{B}^{n+1}_{p,w})$ is given in [2]. The expression for $\rho_{p,w,k,l}(x,z)$ will be given in Corollary 3.7.

Provided that $\partial B$ is smooth enough we are able to estimate the rate of convergence in (3) as well. To clarify what we mean by “smooth enough” we need the following definition (see [45], Definition 2.2).

**Definition 3.2.** We say that $S \subset \mathbb{R}^d$ is of Lipschitz class $(M, L)$ ($S \in \text{Lip}(M, L)$) if there exist $M$ maps $\phi_1, \ldots, \phi_M : [0,1]^{d-1} \to \mathbb{R}^d$ satisfying a Lipschitz condition

$$|\phi_i(x) - \phi_i(y)| \leq L|x - y|$$

for $x, y \in [0,1]^{d-1}$, $i = 1, \ldots, M$,

such that $S$ is covered by the images of the maps $\phi_i$.

**Remark 3.3.** It is clear that if in the Definition 3.2 we replace the domain $[0,1]^{d-1}$ by an arbitrary parallelepiped, then $S$ is still of Lipschitz class with some different parameter $L$.

This definition can be naturally extended to subsets of $\mathbb{R}^{d_1} \times C^{d_2}$ as well by considering them as images under the standard isometry between $\mathbb{R}^{d_1} \times C^{d_2}$ and $\mathbb{R}^{d_1+2d_2}$.

**Theorem 3.4.** Suppose that the boundary of $B$ is of Lipschitz class $(M, L)$. Then,

$$\left| \frac{\Phi_{p,w,k,l}(Q,B)}{Q^{n+1}} - \frac{\text{Vol}_{n+1}(\mathbb{B}^{n+1}_{p,w})}{2^{\zeta(n+1)}} \int_B \rho_{p,w,k,l}(x,z)dx, dz \right| \leq \begin{cases} \frac{C_{n,M,L}Q}{Q}, & n = 2, l = 0, \\ \frac{C_{n,M,L}}{Q}, & \text{otherwise,} \end{cases}$$

where $C$ depends on $n, M, L, w$ only.
For the naïve height \((p = \infty, w_i = 1)\), the problem of finding the limit in [33] was solved for real \((k = 1, l = 0)\) and complex \((k = 0, l = 1)\) algebraic numbers, see [27] and [15], and also for tuples of real conjugate algebraic numbers \((k\) is arbitrary, \(l = 0)\), see [10].

Unfortunately, our approach cannot cover the case of the Mahler measure. The Mahler measure (in particular, in the form of the Weil height) has many applications in algebraic number theory. Counting algebraic numbers and points with respect to the Weil height and its generalisations has been intensively studied. See the papers [33], [32], [46], [19] for results in this direction and related references.

It turns out that the function \(\rho_{p, \omega, k, l}\) coincides with the correlation function of the zeros of some specific random polynomial. To formulate the result we first recall some essential notions.

4. Zeros of random polynomials

Let \(\xi_0, \xi_1, \ldots, \xi_n\) be independent real-valued random variables with bounded probability density functions \(f_0, \ldots, f_n\). Consider the random polynomial defined as

\[
G(z) := \xi_0 + \xi_1 z + \cdots + \xi_n z^n, \quad z \in \mathbb{C}.
\]

With probability one, all zeros of \(G\) are simple, see [9]. Denote by \(\mu\) the empirical measure counting the zeros of \(G\):

\[
\mu := \sum_{z : G(z) = 0} \delta_z,
\]

where \(\delta_z\) is the unit point mass at \(z\). The random measure \(\mu\) may be regarded as a random point process on \(\mathbb{C}\). A natural way of describing the distribution of a point process is via its correlation functions. Since the coefficients of \(G\) are real, its zeros are symmetric with respect to the real line, and some of them possibly are real. Therefore, the natural configuration space for the point process \(\mu\) must be a “separated” union \(\mathbb{C}_+ \cup \mathbb{R}\) with topology induced by the union of topologies in \(\mathbb{C}_+\) and \(\mathbb{R}\). Instead of considering the correlation functions of the process on \(\mathbb{C}_+ \cup \mathbb{R}\), an equivalent way is to investigate the mixed \((k, l)\)-correlation functions (see [42]). We call functions \(\rho_{k, l} : \mathbb{R}^k \times \mathbb{C}_n^l \to \mathbb{R}_+\), where \(0 < k + 2l \leq n\), mixed \((k, l)\)-correlation functions of the zeros of \(G\), if for any family of mutually disjoint Borel subsets \(B_1, \ldots, B_k \subset \mathbb{R}\) and \(B_{k+1}, \ldots, B_{k+l+1} \subset \mathbb{C}_+\),

\[
E \left[ \prod_{i=1}^{k+l} \mu(B_i) \right] = \int_{B_1} \cdots \int_{B_{k+l}} \rho_{k, l}(x, z) \, dx \, dz,
\]

where \(E\) denotes the expectation with respect to the joint distribution of \(\xi_0, \xi_1, \ldots, \xi_n\). Here and subsequently, we write

\[\mathbf{x} := (x_1, \ldots, x_k) \in \mathbb{R}^k, \quad \mathbf{z} := (z_1, \ldots, z_l) \in \mathbb{C}_+^l.\]

The most intensively studied class of random polynomials are Kac polynomials, where \(\xi_i\)’s are i.i.d. Sometimes the i.i.d. coefficients are considered with some non-random weights \(c_i\)’s. The common examples are flat or Weil polynomials (with \(c_i = \sqrt{1/\pi}\)) and elliptic polynomials (with \(c_i = \sqrt{\binom{n}{i}}\)).

The \((1, 0)\)-correlation function \(\rho_{1, 0}\) is called a density of real zeros. Integrated over \(\mathbb{R}\) it gives the average number of real zeros of \(G\). The asymptotic properties of this quantity as \(n \to \infty\) have been intensively studied for many years, mostly for Kac polynomials; see the historical background in [6] and the survey of the most recent results in [42]. We just mention some contributions here like: [25], [13], [11], [23], [31], [31], [39], [3], [15].
Similarly, $\rho_{0,1}$ is called a density of complex zeros being an expectation of the empirical measure $\mu$ counting non-real zeros. Its limit behaviour as $n \to \infty$ is of a great interest as well, see [38], [22], [21], [24], [50], [37], [5], and the references given there.

There are comparatively few papers on higher-order correlation functions of zeros. Well-known results are due to Bleher and Dí [7], [8] who studied the correlations between real zeros for elliptic and Kac polynomials, and to Tao and Vu [42] who proved asymptotic universality for the mixed correlation functions for elliptic, Weil, and Kac polynomials under some moment conditions on $\xi$.

Our next result connects the limit density of tuples of conjugate algebraic numbers with the correlation function of zeros of the following random polynomial.

**Theorem 4.1.** Let $p \in (0, \infty]$ and let $\eta_0, \eta_1, \ldots, \eta_n$ be i.i.d. real random variables with a probability density function given by

\[
f(t) := \begin{cases} \frac{1}{2\Gamma(1 + \frac{1}{p})} e^{-|t|^p}, & p < \infty, \\ \frac{1}{2} \mathbb{I}_{[-1,1]}(t), & p = \infty. \end{cases}
\]

Consider the random polynomial defined as

\[
G_{p,w}(z) := \sum_{i=0}^{n} \eta_i w_i z^i.
\]

Then, the mixed ($k,l$)-correlation function of zeros of $G_{p,w}$ coincides with the function $\rho_{p,w,k,l}$ from Theorem 3.1.

The exact formula for $\rho_{p,w,k,l}$ is given in Section 5. Let us now formulate one important special case.

4.1. **Bombieri 2-Norm.** The next theorem shows that the way of counting algebraic numbers with respect to the Bombieri 2-norm is in some sense the most natural. It has been shown in [12] that in the case of Bombieri 2-norm the zeros of the corresponding random polynomial (sometimes called the elliptic random polynomial) have a very simple density.

**Theorem 4.2** (Edelman–Kostlan [12]). Assume that $w = \left(\binom{n}{i}^{-1/2}\right)_{i=0}^{n}$. Then

\[
\rho_{2,w,1,0}(x) = \frac{\sqrt{n}}{\pi (1 + x^2)}.
\]

Thus for any degree $n$ the asymptotic density of algebraic numbers counted with respect to Bombieri 2-norm coincides with the normalized Cauchy density. In particular, Theorem 3.1 implies the following.

**Corollary 4.3.** We have

\[
\lim_{Q \to \infty} \frac{\Phi_{2,w,1,0}(Q,B)}{Q^{n+1}} = \frac{\sqrt{n} \text{Vol}_{n+1}(\mathbb{B}^{n+1}_{2,w})}{2\pi \zeta(n+1)} \int_{B} \frac{dx}{1 + x^2}.
\]

The volume $\text{Vol}_{n+1}(\mathbb{B}^{n+1}_{2,w})$ can be calculated as

\[
\text{Vol}_{n+1}(\mathbb{B}^{n+1}_{2,w}) = \frac{2^{\frac{n+1}{2}}}{\Gamma\left(1 + \frac{n+1}{2}\right)} \prod_{i=0}^{n} \left(\begin{array}{c} n \\ i \end{array}\right) = \frac{(\pi n!)^{\frac{1}{2}}}{\Gamma\left(1 + \frac{n+1}{2}\right)} \prod_{i=0}^{n} i!
\text{Vol}_{n+1}(\mathbb{B}^{n+1}_{2,w}) = \frac{2^{\frac{n+1}{2}}}{\Gamma\left(1 + \frac{n+1}{2}\right)} \prod_{i=0}^{n} \left(\begin{array}{c} n \\ i \end{array}\right) = \frac{(\pi n!)^{\frac{1}{2}}}{\Gamma\left(1 + \frac{n+1}{2}\right)} \prod_{i=0}^{n} i!.
\]
5. General Formula for $\rho_{p,w,k,l}$

Recall that $f_0, \ldots, f_n$ denote the probability density functions of the coefficients $\xi_0, \ldots, \xi_n$ of $G$ and $\rho_{k,l}$ denotes the mixed correlation function of its zeros; see (4) and (5). For $m = 1, \ldots, n$, consider a function $\rho_m : \mathbb{C}^m \to \mathbb{R}$ defined as

$$
\rho_m(z_1, \ldots, z_m) := \prod_{1 \leq i < j \leq m} |z_i - z_j|
$$

$$
\times \int_{\mathbb{R}^{n-m+1}} \prod_{i=0}^{n-m} f_i \left( \sum_{j=0}^{n-m} (-1)^{m-i+j} \sigma_{m-i+j}(z_1, \ldots, z_m) t_j \right) \prod_{i=1}^{m} \left| \sum_{j=0}^{n-m} t_j z_i^j \right| dt_0 \ldots dt_{n-m},
$$

where we used the following notation for the elementary symmetric polynomials:

$$
\sigma_i(z_1, \ldots, z_m) := \begin{cases} 
1, & \text{if } i = 0, \\
\sum_{1 \leq j_1 < \ldots < j_i \leq m} z_{j_1} z_{j_2} \ldots z_{j_i}, & \text{if } 1 \leq i \leq m, \\
0, & \text{otherwise}.
\end{cases}
$$

It is tacitly assumed that the arguments of $f_i$'s are well-defined (i.e., real); we shall restrict ourselves by considering only those points $(z_1, \ldots, z_m)$ such that all symmetric functions of them are real.

Introduce as well the absolute value of the Vandermonde determinant:

$$
v_m(z_1, \ldots, z_m) := \prod_{1 \leq i < j \leq m} |z_i - z_j|.
$$

It was proved in [17] that the correlation functions of real zeros of $G$ are given by (5):

$$
\rho_{k,0}(x) = \rho_k(x)
$$

for all $x \in \mathbb{R}^k$. The following theorem generalises this relation to all mixed $(k,l)$-correlation functions.

**Theorem 5.1.** For all $(x, z) \in \mathbb{R}^k \times \mathbb{C}_+^l$,

$$
\rho_{k,l}(x, z) = 2^l \rho_{k+2l}(x, z, \bar{z}),
$$

where $\rho_{k+2l}$ is defined in (5). Specifically,

$$
\rho_{k,l}(x, z) = 2^l v_{k+2l}(x, z, \bar{z}) \int_{\mathbb{R}^{n-k-2l+1}} \prod_{i=0}^{n-k-2l} f_i \left( \sum_{j=0}^{n-k-2l} (-1)^{k-i+j} t_j \sigma_{k+2l-i+j}(x, z, \bar{z}) \right)
$$

$$
\times \prod_{i=1}^k \sum_{j=1}^{n-k-2l} t_j x_i^j \prod_{i=1}^l \left| \sum_{j=0}^{n-k-2l} t_j z_i^j \right|^2 dt_0 \ldots dt_{n-k-2l}.
$$

The proof of Theorem 5.1 is given in Section 4.

Note that the correlations between real zeros and the correlations between complex zeros are essentially given by the same function $\rho_m$. In particular, $\rho_2$ provides a formula for the density of complex zeros as well as for the two-point correlation function of real zeros:

$$
\rho_{0,1}(z) = 2 \rho_2(z, \bar{z}), \quad \rho_{2,0}(x, y) = \rho_2(x, y).
$$

Let us give some examples. Taking $k = 1, l = 0$ in (12) yields a formula for the density of real zeros.
Corollary 5.2. We have
\[
\rho_{1,0}(z) = \int_{\mathbb{R}^n} \prod_{i=0}^n f_i(t_{i-1} - x t_i) \left| \sum_{j=0}^{n-1} t_j z^j \right| \, dt_0 \ldots dt_{n-1},
\]
where we set \( t_{-1} = t_n := 0 \).

This formula (with different notations) was obtained in \[48\].

Corollary 5.3. We have
\[
\rho_{0,1}(z) = 4|\text{Im } z| \int_{\mathbb{R}^{n-1}} \prod_{i=0}^n f_i(t_i - 2 t_{i-1} \text{Re } z + t_i |z|^2) \left| \sum_{j=0}^{n-2} t_j z^j \right|^2 \, dt_0 \ldots dt_{n-2},
\]
where we set \( t_{-2} = t_{-1} = t_{n-1} = t_n := 0 \).

This formula (with different notations) was obtained in \[47\].

Taking \( k = 0, l = 1 \) yields a formula for the density of complex zeros.

Corollary 5.4. We have
\[
\rho_{n-2l,1}(x, z) = 2^l v_n(x, z, \bar{z}) \int_{\mathbb{R}} |t|^n \prod_{i=0}^n f_i \left( (-1)^n i \sigma_{n-1}(x, z, \bar{z}) \right) \, dt.
\]

Recall that \( \mu \) denotes the empirical measure counting the zeros of \( G \). It is easy to derive from \[53\] that
\[
\mathbb{E} \left[ \frac{\mu(\mathbb{R})!}{(\mu(\mathbb{R}) - n + 2l)! (\mu(\mathbb{C}_+)-l)!} \right] = \int_{\mathbb{R}^{n-2l}} \int_{\mathbb{C}_+} \rho_{n-2l,1}(x, z) \, dx \, dz,
\]
where we used the convention \( 0! := 1 \) and \( q! := \infty \) for any integer \( q < 0 \). Since with probability one \( \mu(\mathbb{R}) + 2 \mu(\mathbb{C}_+) = n \), the random variable under expectation is non-zero if and only if \( \mu(\mathbb{R}) = n - 2l \). Thus we obtain the probability that \( G \) has exactly \( n - 2l \) real zeros.

Corollary 5.5. We have
\[
P[\mu(\mathbb{R}) = n - 2l] = \frac{2^l}{l!(n-2l)!} \int_{\mathbb{R}^{n-2l}} \int_{\mathbb{C}_+} v_n(x, z, \bar{z})
\]
\[
\times \int_{\mathbb{R}} |t|^n \prod_{i=0}^n f_i \left( (-1)^n i \sigma_{n-1}(x, z, \bar{z}) \right) \, dt \, dx \, dz.
\]

This formula has been obtained earlier in \[47\].

From Theorems 4.1 and 5.1 the following statement immediately follows.

Corollary 5.6. An explicit representation for the integrand \( \rho_{p,w,k,l}(x, z) \) of Theorem 5.1 can be obtained from \[12\] by choosing the densities of coefficients as
\[
f_i(t) = \begin{cases} 
\frac{w_i}{2t^{(1+p)}} e^{-|w_i|t^p}, & p < \infty, \\
\frac{w_i}{2t} \mathbb{I}_{[-1,1]}(w_i t), & p = \infty.
\end{cases}
\]

In the case \( k = n - 2l \) the formula for \( \rho_{p,w,k,l}(x, z) \) can be considerably simplified as shown in the next theorem. Before formulating it we introduce the following notion: for an arbitrary monic polynomial \( q(z) := (z - z_1) \ldots (z - z_n) \) define its discriminant as
\[
D[q] = D[z_1, \ldots, z_n] := \prod_{i<j} (z_i - z_j)^2.
\]
Theorem 5.7. We have
\[ \rho_{p,w,n-2l,l} = \frac{2^{l+1}}{(n+1) \text{Vol}_{n+1}(\mathbb{R}^n_{p,w})} \left( l_{p,w}[q] \right)^{n+1}, \]
where \( q \) is the monic polynomial whose zeros are the arguments of \( \rho_{p,w,n-2l,l} \):
\[ q(z) := (z - x_1) \ldots (z - x_k)(z - z_1) \ldots (z - z_l). \]

The proof will be presented in Section 8.

6. Proof of Theorems 3.1, 3.4 and 4.1

6.1. Methods of Proof: Counting Integer Points. We reduce counting algebraic numbers to counting corresponding minimal polynomials represented by the vectors of their coefficients. So we need to formulate some statements about counting integer points in multidimensional regions.

Estimating the number of integer points in a region by its measure is a well-known idea. The most ancient publication (that relates integer points counting to the volume of a region), which the authors are aware of, is a result by Lipschitz [30]. See as well the classical monograph by Bachmann [1, pp. 436–444] (in particular, formulas (83a) and (83b) on pages 441–442). There are a number of papers generalizing such estimates to arbitrary lattices, see e.g. [32] and [2].

For a Borel set \( A \subset \mathbb{R}^d \) denote by \( \lambda(A) \) the number of points in \( A \) with integer coordinates, and by \( \lambda^*(A) \) the number of points in \( A \) with coprime integer coordinates:
\[ \lambda(A) = \# (A \cap \mathbb{Z}^d), \]
\[ \lambda^*(A) = \# \{ (x_1, \ldots, x_d) \in A \cap \mathbb{Z}^d : \gcd(x_1, \ldots, x_d) = 1 \}. \]

For a real number \( r \) and a set \( S \subset \mathbb{R}^d \) let
\[ rS = \{ rx : x \in S \}. \]

Lemma 6.1. Let \( d \geq 2 \) be an integer. Let \( A \subset \mathbb{R}^d \) be a fixed bounded region. If the boundary \( \partial A \) of \( A \) has Lebesgue measure 0, then
\[ \lim_{Q \to \infty} \frac{\lambda(QA)}{Q^d} = \text{Vol}_d(A). \]

Note that the requirement of \( A \) to be just Lebesgue measurable doesn’t suffice, and the boundary \( \partial A \) must be of Lebesgue measure 0 to ensure the existence of the limit. For example, if one takes \( A \) to be the set of points in \([0,1]^d \) with rational coordinates, then for any positive integer \( Q \) the set \( QA \) contains \( \approx Q^d \) integer points, but \( A \) has Lebesgue measure 0. Notice that in this case \( \partial A = [0,1]^d \).

Proof. The lemma can be easily proved if one considers coverings of \( A \) by \( d \)-dimensional cubes with edge \( Q^{-1} \). See, for example, [29] Chapter VI §2. Note that none of the conditions of the lemma can be omitted.

Lemma 6.1 provides no estimates for the rate of convergence. Additionally, in this lemma the region \( A \) is kept fixed and therefore cannot depend on \( Q \). To avoid all these restrictions one needs to restrict oneself to a suitable class of regions. See [10], [29], [19]. One way is to employ the class provided in Davenport’s paper [10]. However, for our goals it is more natural to follow the approach used in [14]. To this end, we will need a notion of the Lipschitz class which was introduced in Section 3

Lemma 6.2. Consider a bounded region \( A \subset \mathbb{R}^d, d \geq 2, \) such that the boundary \( \partial A \) of \( A \) is in \( \text{Lip}(M,L) \). Then \( A \) is Lebesgue measurable and
\[ \left| \frac{\lambda(QA)}{Q^d} - \text{Vol}_d(A) \right| \leq \frac{C}{Q}. \]

Proof. The lemma can be easily proved if one considers coverings of \( A \) by \( d \)-dimensional cubes with edge \( Q^{-1} \). See, for example, [29] Chapter VI §2. Note that none of the conditions of the lemma can be omitted.

\[ \frac{\lambda(QA)}{Q^d} = \text{Vol}_d(A) \pm \frac{C}{Q}. \]
where $C$ depends on $d, L, M$ only.

Proof. The proof follows directly from [141, Theorem 5.4]. □

Now we need to adapt the latter two lemmas to the integer points with coprime coordinates.

**Lemma 6.3.** Under the assumptions of Lemma 6.1 we have

\[ \lim_{Q \to \infty} \frac{\lambda^*(QA)}{Q^d} = \frac{\text{Vol}_d(A)}{\zeta(d)}, \]

and under the assumptions of Lemma 6.2 we have

\[ \left| \frac{\lambda^*(QA)}{Q^d} - \frac{\text{Vol}_d(A)}{\zeta(d)} \right| \leq C \frac{\log^{\lambda_{\alpha, \beta}} Q}{Q}, \]

where $C$ depends on $d, L, M$ only and

\[ \chi_{n,l} := \begin{cases} 1, & n = 2, \ l = 0; \\ 0, & \text{otherwise}. \end{cases} \]

Proof. Using the inclusion-exclusion principle (Moebius inversion) one can easily show that

\[ \lambda^*(QA) = \sum_{r=1}^{[QN]+1} \mu(r) \lambda \left( \frac{Q}{r} A \right), \]

where $N$ is a positive number such that $A \subseteq [-N, N]^d$, and $\mu(\cdot)$ is the Moebius function.

Let

\[ \theta_A(Q) := \frac{\lambda(QA)}{Q^d} - \text{Vol}_d(A). \]

Then we have

\[ \lambda^*(QA) = Q^d \left( \sum_{r=1}^{[QN]+1} \frac{\mu(r)}{r^d} \text{Vol}_d(A) + \sum_{r=1}^{[QN]+1} \frac{\mu(r)}{r^d} \theta_A \left( \frac{Q}{r} \right) \right). \]

From the well-known equality $\zeta(d)^{-1} = \sum_{r=1}^{\infty} \frac{\mu(r)}{r^d}$, the first sum can be estimated as

\[ \left| \sum_{r=1}^{[QN]+1} \frac{\mu(r)}{r^d} \right| = \left| \sum_{r=1}^{[QN]+2} \frac{\mu(r)}{r^d} \right| \leq \int_{QN}^{\infty} \frac{\mu(x)}{x^d} dx \leq \frac{1}{(d-1)(QN)^{d-1}}. \]

From Lemma 6.1 we infer that for any $\epsilon > 0$ there exists $Q_0 = Q_0(A, \epsilon)$ such that $|\theta_A(Q)| \leq \epsilon$ for all $Q \geq Q_0$, and there exists finite $\Theta_A = \max_{Q \geq 0} |\theta_A(Q)|$. Hence

\[ \sum_{r=1}^{[QN]+1} \frac{\mu(r)}{r^d} \theta_A \left( \frac{Q}{r} \right) \leq \epsilon \sum_{1 \leq r \leq \frac{Q}{Q_0}} \frac{1}{r^d} + \Theta_A \sum_{r > \frac{Q_0}{Q}} \frac{1}{r^d} \leq \zeta(d) \epsilon + \frac{\Theta_A}{(d-1)} \left[ \frac{Q}{Q_0(\epsilon)} \right]^{-d}. \]

Therefore, for any $\epsilon > 0$

\[ \lim_{Q \to \infty} \sum_{r=1}^{[QN]+1} \frac{\mu(r)}{r^d} \theta_A \left( \frac{Q}{r} \right) \leq \zeta(d) \epsilon, \]

which proves (15).

To prove (16), note that the bound (14) in Lemma 6.2 can be written as

\[ |\theta_A(Q)| \leq C \frac{Q}{Q}, \]

where \( Q = [QN]+1 \).
where the constant $C$ is the same as in (13). Hence,
$$
\left|\sum_{r=1}^{[QN]+1} \frac{\mu(r)}{r^d} \theta_A \left(\frac{Q}{r}\right)\right| \leq C \sum_{r=1}^{[QN]+1} \frac{1}{r^{d-1}} \leq \begin{cases} C^{-1}(d-1), & d \geq 3, \\ C^{-1}(\log([QN] + 1) + 1), & d = 2. \end{cases}
$$

Now joining the latter estimate with the bound (13) and suitably choosing a new constant $C$, we obtain (16).

6.2. Proof of Theorems 3.1, 3.4 and 4.1. Let us describe how to calculate $\Phi_{p,w,k,l}(Q, B)$.

Given a function $g : \mathbb{C} \to \mathbb{R}$ and a Borel subset $B \subset \mathbb{R}^k \times \mathbb{C}^l$ denote by $\mu_{g,k,l}(B)$ the number of ordered $(k+l)$-tuples $(x_1, \ldots, x_k, z_1, \ldots, z_l) \in B$ of distinct numbers such that
$$
g(x_1) = \cdots = g(z_l) = 0.
$$

For any algebraic number its minimal polynomial is prime, and any prime polynomial is a minimal polynomial for some algebraic number. Therefore we have
$$
\Phi_{p,w,k,l}(Q, B) = \sum_{q \in \mathcal{P}^+_{p,w}(Q)} \mu_{q,k,l}(B).
$$

On the other hand the right-hand side can obviously be written as
$$
\Phi_{p,w,k,l}(Q, B) = \sum_{m=0}^{\infty} m \cdot \#\{q \in \mathcal{P}^+_{p,w}(Q) : \mu_{q,k,l}(B) = m\}.
$$

Since $\mu_{q,k,l}(B) \leq n!/(n-k-2l)!$, the number of the summands in the right-hand side is finite.

Consider a set $A_m \subset \mathbb{R}^{n+1}$ (which depends on $B$) consisting of all points $(a_0, \ldots, a_n) \in \mathbb{R}^{n+1}$ such that
$$
\mu_{a_0+a_1x+\ldots+a_nx^n,k,l}(B) = m.
$$

Then, by definition of a primitive polynomial,
$$
\#\{q \in \mathcal{P}_{p,w}(Q) : q \text{ is primitive and } \mu_{q,k,l}(B) = m\} = \lambda^*(QA_m).
$$

Hence it follows from the definition of a prime polynomial that
$$
\left|\#\{p \in \mathcal{P}^+_{p,w}(Q) : \mu_{q,k,l}(B) = m\} - \frac{1}{2} \lambda^*(QA_m)\right| \leq \#\{q \in \mathcal{P}_{p,w}(Q) : q \text{ is reducible}\}.
$$

Note that the factor $1/2$ arises because prime polynomials have positive leading coefficients. It is known (see (13), or (28), (11)) that
$$
\#\{q \in \mathcal{P}_{p,w}(Q) : q \text{ is reducible}\} = O(Q^n \log^{x_n,0} Q), \quad Q \to \infty,
$$

where $\chi_{n,0}$ is defined in (17). Note that for $n = 2$ any reducible integer polynomial has only real roots. Thus (21) and (22) imply
$$
\left|\#\{p \in \mathcal{P}^+_{p,w}(Q) : \mu_{q,k,l}(B) = m\} - \frac{1}{2} \lambda^*(QA_m)\right| = O(Q^n \log^{x_n,0} Q), \quad Q \to \infty.
$$

Applying this to (20), we obtain
$$
\Phi_{p,w,k,l}(Q, B) = \frac{1}{2} \sum_{m=0}^{\infty} m \lambda^*(QA_m) + O(Q^n \log^{x_n,0} Q), \quad Q \to \infty.
$$

It follows fromLemma (13) that under the assumptions of Theorem 3.1
$$
\lim_{Q \to \infty} \frac{\lambda^*(QA_m)}{Q^{n+1}} = \frac{\text{Vol}_{n+1}(A_m)}{\zeta(n+1)}.
$$
To estimate the rate of convergence in (24) we need to use (16) which requires $A_m$ to be of Lipschitz class. This is established in the next lemma.

**Lemma 6.4.** Let $B \subset \mathbb{R}^k \times \mathbb{C}^l$ and $A_m$ be defined as above. If $B$ is of Lipschitz class $(M, L)$, then the boundary $\partial A_m$ is of Lipschitz class $(M_1, L_1)$ for some constants $M_1, L_1$ depending on $n, M, L, w$ only.

The proof of Lemma 6.4 is postponed to the end of this section. Now assuming Lemma 6.4 we have from (16) that under the assumptions of Theorem 3.4,

$$\left| \frac{\lambda^*(QA_m)}{Q^{n+1}} - \frac{\text{Vol}_{n+1}(A_m)}{\zeta(n+1)} \right| \leq \frac{C}{Q},$$

where $C$ depends on $n, M, L, w$ only. Note that since $n \geq 2$, dimension of $A_m$ is at least 3, so there is no factor $\log Q$ in the right-hand side of (25).

Thus having obtained (23), (24), and (25), to prove Theorems 3.1 and 3.4 we are left with the task of calculating of $\text{Vol}_{n+1}(A_m)$. To this end, consider the random polynomial defined as

$$\tilde{G}(z) := \sum_{k=0}^n \xi_k z^k,$$

where the random vector $(\xi_0, \xi_1, \ldots, \xi_n)$ is uniformly distributed over $B_{n+1}^{p,w}$. By definition of $A_m$,

$$P[\mu_{\tilde{G},n,l}(B) = m] = \frac{\text{Vol}_{n+1}(A_m)}{\text{Vol}_{n+1}(B_{n+1}^{p,w})}.$$  

The probability on the left-hand side is difficult to calculate due to dependence of the coefficients of $\tilde{G}(z)$. However, the zeros of $\tilde{G}(z)$ do not change if we divide the polynomial by any non-zero constant. By proper normalisation we can achieve independence of the coefficients.

**Lemma 6.5.** Let $p \in (0, \infty]$, and $w = (w_0, w_1, \ldots, w_n)$ be a vector of positive weights. Assume that the random vector $(\tilde{\xi}_0, \tilde{\xi}_1, \ldots, \tilde{\xi}_n)$ is uniformly distributed in $B_{n+1}^{p,w}$ and that the random variables $\eta_0, \eta_1, \ldots, \eta_n$ are i.i.d. with Lebesgue density

$$f(t) := \begin{cases} \frac{1}{2^p (1 + \frac{1}{p})} e^{-|t|^p}, & p < \infty, \\ \frac{1}{2^p} |t|^{-1.1}(t), & p = \infty. \end{cases}$$

Then the polynomials $\tilde{G}(z) = \sum_{i=0}^n \tilde{\xi}_i z^i$ and

$$G(z) = \sum_{i=0}^n \frac{\eta_i}{w_i} z^i$$

have the same distribution of roots (both real and complex).

To prove the lemma, we need the following probabilistic representation of the uniform measure on $B_{p+1}^n$.

**Theorem 6.6** (Barthe et al.). Let $p > 0$ and let $\eta_0, \eta_1, \ldots, \eta_n$ be i.i.d. random variables with p.d.f. (27). Let $Z$ be an exponential random variable (i.e., the p.d.f. of $Z$ is $e^{-t}$, $t \geq 0$) independent of $\eta_0, \eta_1, \ldots, \eta_n$. Then,

$$\frac{(\eta_0, \eta_1, \ldots, \eta_n)}{(\sum_{i=0}^n |\eta_i|^p + Z)^{1/p}} \overset{d}{=} (\xi_0, \xi_1, \ldots, \xi_n).$$

**Proof.** See [3].

Now we are ready to prove the lemma.
Proof of Lemma 6.3. It is easy to check that the vector \((w_0 \xi_0, w_1 \xi_1, \ldots, w_n \xi_n)\) is uniformly distributed in \(\mathbb{B}^{n+1}\). Therefore, from Theorem 6.3 we obtain at once

\[
\frac{(w_0^{-1} \eta_0, w_1^{-1} \eta_1, \ldots, w_n^{-1} \eta_n)}{(\sum_{i=0}^n |\eta_i|^p + Z)^{1/p}} \to (\xi_0, \xi_1, \ldots, \xi_n).
\]

Since dividing a polynomial by a non-zero constant does not affect its zeros, the lemma is proved.

Thus it readily follows that

\[\mathbb{P}[\mu_{G,k,l}(B) = m] = \mathbb{P}[\mu_{G,k,l}(B) = m],\]

where the random polynomial \(G\) is defined in (23). Combining this with (26), and dividing the polynomial by a non-zero constant does not affect its zeros, we arrive at

\[
\sum_{m=0}^\infty m \text{Vol}_{n+1}(A_m) = \text{Vol}_{n+1}(\mathbb{B}^{n+1}) \sum_{m=0}^\infty m \mathbb{P}[(\mathbb{B}^{n+1}) (B) = m]
\]

\[
= \text{Vol}_{n+1}(\mathbb{B}^{n+1}) \mathbb{E}[\mu_{G,k,l}(B)] = \text{Vol}_{n+1}(\mathbb{B}^{n+1}) \int_B \mathbb{P}_{p,w,k,l}(x, z) \, dx \, dz,
\]

where the last relation follows from the properties of correlation functions (see, e.g., [20]). Combining this with (23), (24), and (25) finishes the proof of Theorems 6.1, 6.3 and 4.4.


Claim. The boundary of \(A_m\) is contained in the union of four sets:

(i) the boundary of \(\mathbb{B}^{n+1}_{p,w}\);

(ii) the set \(A' = \{ (a_0, \ldots, a_n) \in \mathbb{B}^{n+1}_{p,w} : a_0 + a_1 x + \cdots + a_n x^n < 0 \partial B > 0 \};\)

(iii) the set \(D\) consisting of the points \((a_0, \ldots, a_n)\) such that the polynomial \(a_0 + a_1 x + \cdots + a_n x^n\) has double real roots;

(iv) the set \(D'\) consisting of the points \((a_0, \ldots, a_n)\) such that the polynomial \(a_0 + a_1 x + \cdots + a_n x^n\) has double non-real roots.

Proof of Claim. Suppose that a point \((a_0, \ldots, a_n)\) does not belong to any of Sets (i)–(iv). The task is to show that \((a_0, \ldots, a_n) \notin \partial A_m\). Let \(B' \subset \mathbb{C}^{k+l}\) denote a set of all \((k + l)\)-tuples of different (real or complex) roots of

\[g(x) := a_0 + a_1 x + \cdots + a_n x^n.\]

Since \(B'\) is finite and \((a_0, \ldots, a_n) \notin A'\), we have

\[
\varepsilon_1 := \text{dist}(\partial B, B') > 0.
\]

Denoting by \(z_1, \ldots, z_n\) the roots of \(g\), we have that

\[
\varepsilon_2 := \min_{i \neq j} |z_i - z_j| > 0.
\]

Consider \(\delta > 0\) and a polynomial

\[h(x) := b_0 + b_1 x + \cdots + b_n x^n\]

such that

\[|a_j - b_j| < \delta \text{ for } j = 0, \ldots, n.\]

If \(\delta\) is sufficiently small, then

\[
(b_0, \ldots, b_n) \in \mathbb{B}^{n+1}_{p,w} \text{ if and only if } (a_0, \ldots, a_n) \in \mathbb{B}^{n+1}_{p,w}.
\]
which means that \((b_0, \ldots, b_n)\) does not belong to Set (i). Let
\[
R := \max_{i=1, \ldots, n} |z_i|.
\]
If \(z_i\) is a root of \(g\), then
\[
|h(z_i)| = |g(z_i) - h(z_i)| \leq \sum_{j=0}^{n} |a_j - b_j| R^j \leq (n + 1)\delta(R^n + 1).
\]
On the other hand,
\[
h(z_i) = b_n(z_i - z'_1) \cdots (z_i - z'_n),
\]
where \(z'_1, \ldots, z'_n\) are the roots of \(h\). Assuming that \(\delta\) is so small that \(|b_n| \geq |a_n|/2\), we arrive at
\[
|z_i - z'_j| \leq 2(n + 1)a_n^{-1}\delta(R^n + 1).
\]
Therefore if \(\delta\) is sufficiently small, then there exists an index \(j\) such that
\[
(32) \quad |z_i - z'_j| < \frac{\varepsilon_2}{2} \quad \text{and} \quad |z_i - z'_j| < \frac{\varepsilon_1}{\sqrt{k + 1}}.
\]
Thus, taking into account (33), we obtain that the roots of \(g\) and \(h\) split into \(n\) pairs all satisfying (32) and the roots \(z'_1, \ldots, z'_n\) are pairwise different. Now consider some indices \(1 \leq z_1 < \cdots < z_{k+1} \leq n\). It follows from the second part of (32)
\[
||(z_1, \ldots, z_{k+1}) - (z'_1, \ldots, z'_{k+1})|| < \varepsilon_1,
\]
which together with (29) implies that \((z'_1, \ldots, z'_{k+1}) \not\in \partial B\) and
\[
(z'_1, \ldots, z'_{k+1}) \in B \quad \text{if and only if} \quad (z_1, \ldots, z_{k+1}) \in B.
\]
This together with (31) means that all points \((b_0, \ldots, b_n)\) from some neighborhood of \((a_0, \ldots, a_n)\) satisfy
\[
(b_0, \ldots, b_n) \in A_m \quad \text{if and only if} \quad (a_0, \ldots, a_n) \in A_m,
\]
so \((a_0, \ldots, a_n) \not\in \partial A_m\), and the claim follows. \(\square\)

It follows from the claim that in order to prove Lemma 6.4 it is enough to show that Sets (i)–(iv) are of Lipschitz class.

(i) The boundary of \(B_{p,w}^{n+1}\). For \(p \geq 1\) the set \(B_{p,w}^{n+1}\) is a convex body. Therefore, according to [15, Theorem 2.6] its boundary \(\partial B_{p,w}^{n+1}\) belongs to the Lipschitz class \((1, L_0)\), where \(L_0\) depends on \(n, p, w\) only. In the case \(0 < p < 1\) the set \(\partial B_{p,w}^{n+1}\) consists of \(2^{n+1}\) congruent concave pieces. Every piece can be embedded in the boundary of a convex body congruent to
\[
\left\{(a_0, \ldots, a_n) \in B_{1,w}^{n+1} \setminus B_{p,w}^{n+1} : \min_{0 \leq j \leq n} a_j \geq 0\right\}.
\]
Applying [15, Theorem 2.6] to the latter set we see that \(\partial B_{p,w}^{n+1}\) is of Lipschitz class \((2^{n+1}, L_0)\) for \(0 < p < 1\).

(ii) The set \(A'\). Consider binary multi-indices \(\epsilon \in \{-1, 1\}^k, \delta \in \{-1, 1\}^l\). We have
\[
A' \subset \bigcup_{(\epsilon, \delta) \in \{-1, 1\}^{k+l}} A'_{\epsilon, \delta},
\]
where \(A'_{\epsilon, \delta}\) is a set of points \((a_0, \ldots, a_n) \in B_{p,w}^{n+1}\) such that there exists a \((k+l)\)-tuple
\[
(x_1, \ldots, x_k, z_1, \ldots, z_l) \in \partial B
\]
of distinct zeros of \(a_0 + a_1 x + \cdots + a_n x^n\) with
\[
\left\{\begin{array}{ll}
|x_i| \leq 1, & \epsilon_i = 1, \\
|x_i| > 1, & \epsilon_i = -1
\end{array}\right. \quad \text{and} \quad \left\{\begin{array}{ll}
|z_j| \leq 1, & \delta_j = 1, \\
|z_j| > 1, & \delta_j = -1
\end{array}\right.
\]
for \( i = 1, \ldots, k, j = 1, \ldots, l. \)

Let us fix some \((c, \delta) \in \{-1, 1\}^{k+l}\), \((a_0, \ldots, a_n) \in A'_{c, \delta}\), and the corresponding \((k+l)\)-tuple \(A'_{c, \delta}\).

Since the components of \(A'_{c, \delta}\) are different roots of \(a_0 + a_1 x + \cdots + a_n x^n\), there exists a unique polynomial with real coefficients \(\sum_{r=0}^{n-k-2l} b_r x^r\) such that
\[
\sum_{i=0}^{n} a_i x^i = \sum_{r=0}^{n-k-2l} b_r x^r \prod_{i=1}^{n} (x - x_i) \prod_{i=1, \epsilon_i = -1} \left( x_i^{-1} x - 1 \right)
\]
\[
\times \prod_{j=1, \epsilon_j = 1} \left( x - z_j \right) \prod_{j=1, \epsilon_j = -1} \left( z_j^{-1} x - 1 \right).
\]

Thus, \(a_i = p_i(x_1^{c_1}, \ldots, x_k^{c_k}, z_1^{\delta_1}, \ldots, z_l^{\delta_l}, b_0, \ldots, b_{n-k-2l})\) for some polynomials \(p_0, \ldots, p_n\).

Since \(\partial B\) is of Lipschitz class, there exists a Lipschitz map
\[
\phi = (\phi_1, \ldots, \phi_{k+l}) : [0, 1]^{k+2l-1} \rightarrow \mathbb{R}^k \times C^1
\]
(from a fixed finite collection of Lipschitz maps depending on \(B\) only) such that
\[
(x_1, \ldots, x_k, z_1, \ldots, z_l) \in \phi([0, 1]^{k+2l-1}).
\]

Thus for some \(t_0 \in [0, 1]^{k+2l-1}\) and \(i = 1, \ldots, k, j = 1, \ldots, l\) we have
\[
x_i = \phi_i(t_0), \quad z_j = \phi_{k+j}(t_0).
\]

For \(i = 1, \ldots, k, j = 1, \ldots, l, \) let
\[
\varphi_{i, \epsilon_i} := \begin{cases}
\varphi_i, & \epsilon_i = 1, \\
\frac{\varphi_i}{\max(1, |\varphi_i|)}, & \epsilon_i = -1,
\end{cases}
\]
\[
\delta_j = \begin{cases}
\phi_{k+j}, & \delta_j = 1, \\
\frac{\phi_{k+j}}{\max(1, |\phi_{k+j}|)}, & \delta_j = -1.
\end{cases}
\]

Obviously, \(\varphi_{i, \epsilon_i}, \varphi_{i, \epsilon_i}, \varphi_{k+j, \delta_j}, \varphi_{k+j, \delta_j}\) are Lipschitz, too. Taking into account \(\varphi(24)\), \(\varphi(36)\), and \(\varphi(37)\), we have
\[
a_i = p_i(\varphi_{1, \epsilon_1}(t_0), \ldots, \varphi_{k, \epsilon_k}(t_0), \varphi_{k+1, \delta_1}(t_0), \ldots, \varphi_{k+1, \delta_1}(t_0), \varphi_{k+1, \delta_1}(t_0), \ldots, \varphi_{k+l, \delta_1}(t_0), \varphi_{k+l, \delta_1}(t_0), \varphi_{k+l, \delta_1}(t_0), \varphi_{k+l, \delta_1}(t_0), b_0, \ldots, b_{n-k-2l}).
\]

Let us assume for the moment that there exists a constant \(C > 0\) depending on \(B\) only such that
\[
|b_0|, |b_1|, \ldots, |b_{n-k-2l}| \leq C.
\]

Letting \(b_i := \frac{b_i + C}{2C} \) and redefining the polynomials \(p_0, \ldots, p_n\) accordingly, we obtain
\[
a_i = \tilde{p}_i(\varphi_{1, \epsilon_1}(t_0), \ldots, \varphi_{k, \epsilon_k}(t_0), \varphi_{k+1, \delta_1}(t_0), \ldots, \varphi_{k+1, \delta_1}(t_0), \varphi_{k+1, \delta_1}(t_0), \ldots, \varphi_{k+l, \delta_1}(t_0), \tilde{b}_0, \ldots, \tilde{b}_{n-k-2l}),
\]
where
\[
(t_0, \tilde{b}_0, \ldots, \tilde{b}_{n-k-2l}) \in [0, 1]^n.
\]

Since polynomials are Lipschitz on compact sets and the composition of Lipschitz functions is Lipschitz, assuming \(\varphi(39)\) it follows from \(\varphi(38)\) that \(A'\) is of Lipschitz class. Now let us show that \(\varphi(39)\) holds. To this end, we first recall the definition of the Mahler measure and its basic properties.

For a polynomial \(q(z) = a_0 (z - z_1) \cdots (z - z_n)\) its Mahler measure is defined as
\[
M[q] := |a_n| \prod_{i=1}^{n} \max(1, |z_i|).
\]
It is known (see, e.g., [35, Theorem 4.2.1]) that the naive height can be estimated via the Mahler measure as follows:

\[
\frac{M[q]}{\sqrt{n+1}} \leq H[q] \leq 2^n M[\mathfrak{q}].
\]

Also, it is easily seen that for polynomials \(q_1, q_2\) one has \(M[q_1 q_2] = M[q_1] M[q_2]\). Thus the polynomials \(\sum_{i=0}^n a_i x^i\) and \(\sum_{r=0}^{n-k-2l} b_r x^r\) (see [35]) have the same Mahler measure. We have

\[
H \left[ \sum_{r=0}^{n-k-2l} b_r x^r \right] \leq 2^{n-k-2l-1} M \left[ \sum_{r=0}^{n-k-2l} b_r x^r \right] = 2^{n-k-2l-1} M \left[ \sum_{i=0}^n a_i x^i \right]
\]

\[
\leq 2^{n-k-2l-1} \sqrt{n+1} H \left[ \sum_{i=0}^n a_i x^i \right] \leq 2^{n-k-2l-1} \sqrt{n+1},
\]

and (39) follows.

(iii) The set \(D\). Let

\[
W := [-1, 1] \times \left[ -\max_{j=0, \ldots, n} w_j^{-1}, \max_{j=0, \ldots, n} w_j^{-1} \right]^{n-1}.
\]

Consider a map

\[
\phi = (\phi_0, \ldots, \phi_n) : W \to \mathbb{R}^{n+1}
\]

deefined as

\[
\phi_0(x, t_2, \ldots, t_n) = \sum_{j=2}^n (j-1) t_j x^j, \quad \phi_1(x, t_2, \ldots, t_n) = -\sum_{j=2}^n j t_j x^{j-1},
\]

\[
\phi_j(x, t_2, \ldots, t_n) = t_j, \quad 2 \leq j \leq n.
\]

Since \(\phi\) is continuously differentiable in a compact, it satisfies a Lipschitz condition with some constant which depends on \(n\) and \(\max_{j=0, \ldots, n} w_j^{-1}\) only.

Now suppose that \((a_0, \ldots, a_n) \in D\). Then \(a_0 + a_1 x + \cdots + a_n x^n\) has a multiple real root, say \(x_0\), which implies

\[
\sum_{j=0}^n a_j x_0^j = 0, \quad \sum_{j=0}^n j a_j x_0^{j-1} = 0,
\]

or, equivalently,

\[
a_0 = \sum_{j=2}^n (j-1) a_j x_0^j, \quad a_1 = -\sum_{j=2}^n j a_j x_0^{j-1}.
\]

Using these equations and definition of \(\phi\) we arrive at

\[
a_j = \phi_j(x_0, a_2, \ldots, a_n), \quad 0 \leq j \leq n.
\]

Moreover, it is straightforward that if \(x_0 \neq 0\), then \(1/x_0\) is a multiple root of the reflected polynomial \(a_0 + a_{n-1} x + \cdots + a_0 x^n\), hence applying the above reasoning gives

\[
a_{n-j} = \phi_j(x_0^{-1}, a_{n-2}, \ldots, a_0), \quad 0 \leq j \leq n,
\]

or, equivalently,

\[
a_j = \phi_{n-j}(x_0^{-1}, a_{n-2}, \ldots, a_0), \quad 0 \leq j \leq n.
\]

Since \((a_0, \ldots, a_n) \in \mathbb{R}_w^{n+1} \subseteq \mathbb{R}_\infty^{n+1}\), we have that for \(|x_0| \leq 1\) the argument of the right-hand side of (42) belongs to \(W\), while for \(|x_0| \geq 1\) the argument of the right-hand side of (43) belongs to \(W\), hence we have \((a_0, \ldots, a_n) \in \phi(W) \cup \phi'(W)\), where \(\phi' := (\phi_n, \ldots, \phi_0)\). Thus it follows from Remark 3.3 that \(D\) is of Lipschitz class.
(iv) The set $D'$. Let

$$W := [0, \pi] \times [0, 1] \times [-\max_{j=0,\ldots,n} w_j^{-1}, \max_{j=0,\ldots,n} w_j^{-1}]^{n-2}.$$ 

Consider a map

$$\phi = (\phi_0, \ldots, \phi_n) : W \to \mathbb{R}^{n+1}$$

defined as

$$\phi_0(\alpha, r, t_3, \ldots, t_n) = \sum_{j=3}^{n} t_j r_j \left( -\frac{j \sin(\alpha)}{2} + j \cos \alpha \cos(\alpha) - \cos \alpha \right),$$

$$\phi_1(\alpha, r, t_3, \ldots, t_n) = \sum_{j=3}^{n} j t_j r_j \left( \cos \alpha \sin(\alpha) - \cos(\alpha) \right),$$

$$\phi_2(\alpha, r, t_3, \ldots, t_n) = -\sum_{j=3}^{n} j t_j r_j \sin(\alpha),$$

$$\phi_j(\alpha, r, t_3, \ldots, t_n) = t_j, \quad 3 \leq j \leq n.$$ 

Again, $\phi$ is continuously differentiable in a compact, so it satisfies the Lipschitz condition with some constant which depends on $n$ and $\max_{j=0,\ldots,n} w_j^{-1}$ only.

Now suppose that $(a_0, \ldots, a_n) \in D'$. Then $a_0 + a_1 x + \cdots + a_n x^n$ has a multiple non-real root, say $z_0 = r_0 (\cos \alpha_0 + i \sin \alpha_0)$, where $r_0 > 0$, $\alpha_0 \in (0, \pi)$, which implies

$$\sum_{j=0}^{n} a_j z_0^j = 0, \quad \sum_{j=1}^{n} j a_j z_0^{j-1} = 0,$$

or, equivalently,

$$\sum_{j=0}^{n} a_j r_0^j \cos[j \alpha_0] = 0, \quad \sum_{j=1}^{n} j a_j r_0^{j-1} \cos[(j-1)\alpha_0] = 0,$$

$$\sum_{j=1}^{n} a_j r_0^j \sin[j \alpha_0] = 0, \quad \sum_{j=2}^{n} j a_j r_0^{j-1} \sin[(j-1)\alpha_0] = 0.$$ 

It consistently follows from the fourth, second, and first equalities in (44) that

$$a_2 = -\frac{1}{2} \sum_{j=3}^{n} j a_j r_0^{j-2} \frac{\sin[(j-1)\alpha_0]}{\sin \alpha_0},$$

$$a_1 = -2 a_2 r_0^2 \cos[\alpha_0] - \sum_{j=3}^{n} j a_j r_0^{j-1} \cos[(j-1)\alpha_0]$$

$$= \sum_{j=3}^{n} j a_j r_0^{j-1} \cos[\alpha_0] \frac{\sin[(j-1)\alpha_0]}{\sin \alpha_0} - \sum_{j=3}^{n} j a_j r_0^{j-1} \cos[(j-1)\alpha_0],$$

$$a_0 = -a_1 r_0 \cos \alpha_0 - a_2 r_0^2 \cos[2\alpha_0] - \sum_{j=3}^{n} a_j r_0^j \cos[j \alpha_0]$$

$$= -\sum_{j=3}^{n} j a_j r_0^j \cos^2[\alpha_0] \frac{\sin[(j-1)\alpha_0]}{\sin \alpha_0} + \sum_{j=3}^{n} j a_j r_0^j \cos \alpha_0 \cos[(j-1)\alpha_0]$$

$$+ \frac{1}{2} \sum_{j=3}^{n} j a_j r_0^j \cos[2\alpha_0] \frac{\sin[(j-1)\alpha_0]}{\sin \alpha_0} - \sum_{j=3}^{n} a_j r_0^j \cos[j \alpha_0],$$

$$= -\frac{1}{2} \sum_{j=3}^{n} j a_j r_0^j \frac{\sin[(j-1)\alpha_0]}{\sin \alpha_0} + \sum_{j=3}^{n} j a_j r_0^j \cos \alpha_0 \cos[(j-1)\alpha_0] - \sum_{j=3}^{n} a_j r_0^j \cos[j \alpha_0],$$
where in the last equation we used the identity $\cos[2\alpha_0] = 2\cos^2\alpha_0 - 1$. Using these equations and the definition of $\phi$ we arrive at

$$a_j = \phi_j(\alpha_0, r_0, a_1, \ldots, a_n), \quad 0 \leq j \leq n.$$  \hfill (45)

Again, $1/\overline{z_0}$ is a multiple root of the reflected polynomial $a_n + a_{n-1}x + \cdots + a_0x^n$, so applying the above reasoning gives

$$a_{n-j} = \phi_j(\alpha_0, r_0, a_{n-3}, \ldots, a_0), \quad 0 \leq j \leq n,$$

or, equivalently,

$$a_j = \phi_{n-j}(\alpha_0, r_0, a_{n-3}, \ldots, a_0), \quad 0 \leq j \leq n.$$  \hfill (46)

Since $(a_0, \ldots, a_n) \in B^{n+1}_w \subseteq B^{n+1}_{w'}$, we have that for $r_0 \leq 1$ the argument of the right-hand side of (15) belongs to $W$, while for $r_0 \geq 1$ the argument of the right-hand side of (16) belongs to $W$, so we have $(a_0, \ldots, a_n) \in \phi(W) \cup \phi'(W)$, where $\phi' := (\phi_n, \ldots, \phi_0)$. Thus it follows from Remark 3.3 that $D'$ is of Lipschitz class.

\section{Proof of Theorem 5.1}

\subsection{Preliminaries}
Suppose that $x_1, \ldots, x_k \in \mathbb{R}$ and $z_1, \ldots, z_l \in \mathbb{C}$ are different zeros of the random polynomial $G$ defined in (4). It means that

$$
\begin{pmatrix}
1 & x_1 & \cdots & x_1^n \\
\vdots & \vdots & \ddots & \vdots \\
1 & x_k & \cdots & x_k^n \\
1 & \operatorname{Re} z_1 & \cdots & \operatorname{Re} z_1^n \\
0 & \operatorname{Im} z_1 & \cdots & \operatorname{Im} z_1^n \\
\vdots & \vdots & \ddots & \vdots \\
1 & \operatorname{Re} z_l & \cdots & \operatorname{Re} z_l^n \\
0 & \operatorname{Im} z_l & \cdots & \operatorname{Im} z_l^n
\end{pmatrix}
\begin{pmatrix}
\xi_0 \\
\vdots \\
\xi_n
\end{pmatrix} = \mathbf{0}.
\hfill (47)
$$

Denote by $V(x, z)$ the real Vandermonde type matrix

$$V(x, z) :=
\begin{pmatrix}
1 & x_1 & \cdots & x_1^{k+2l-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & x_k & \cdots & x_k^{k+2l-1} \\
1 & \operatorname{Re} z_1 & \cdots & \operatorname{Re} z_1^{k+2l-1} \\
0 & \operatorname{Im} z_1 & \cdots & \operatorname{Im} z_1^{k+2l-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & \operatorname{Re} z_l & \cdots & \operatorname{Re} z_l^{k+2l-1} \\
0 & \operatorname{Im} z_l & \cdots & \operatorname{Im} z_l^{k+2l-1}
\end{pmatrix}.
$$

Then, (47) is equivalent to

$$
\begin{pmatrix}
\sum_{j=k+2l}^n \xi_j x_1^j \\
\vdots \\
\sum_{j=k+2l}^n \xi_j x_k^j \\
\operatorname{Re} \sum_{j=k+2l}^n \xi_j z_1^j \\
\operatorname{Im} \sum_{j=k+2l}^n \xi_j z_1^j \\
\vdots \\
\operatorname{Re} \sum_{j=k+2l}^n \xi_j z_l^j \\
\operatorname{Im} \sum_{j=k+2l}^n \xi_j z_l^j
\end{pmatrix} = -V(x, z)
\begin{pmatrix}
\xi_0 \\
\vdots \\
\xi_{k+2l-1}
\end{pmatrix}.
\hfill (48)$$
It is easy to check that \( V(x, z) \) satisfies
\[
|\det V(x, z)| = 2^{-l} v_{k+2l}(x, z),
\]
where \( v_{k+2l} \) is defined in (10).

Consider a random function \( \eta = (\eta_0, \ldots, \eta_{k+2l-1})^T : \mathbb{R}^k \times \mathbb{C}^l \to \mathbb{R}^{k+2l} \) defined as
\[
\eta(x, z) := -V^{-1}(x, z) \begin{pmatrix} \xi_0 \\ \vdots \\ \xi_{k+2l-1} \end{pmatrix}.
\]

By definition of the expected value,
\[
\mathbb{E} \left[ \prod_{i=0}^{k+2l-1} f_i(\eta_i(x, z)) \right] = \rho_{k+2l}(x, z, z).
\]

**Lemma 7.1.** For all \((x, z) \in \mathbb{R}^k \times \mathbb{C}^l\),
\[
\mathbb{E} \left[ \prod_{i=0}^{k+2l-1} f_i(\eta_i(x, z)) \right] = \rho_{k+2l}(x, z, z).
\]

**Proof.** The idea of the proof goes back to [20] pp. 58–59 (see also [27] Lemmas 2.5, 2.6).

By definition of the expected value,
\[
\mathbb{E} \left[ \prod_{i=0}^{k+2l-1} f_i(\eta_i(x, z)) \right] = \frac{1}{v_{k+2l}(x, z)} \times \int_{\mathbb{R}^{n-k-2l+1}} \left| \prod_{i=1}^k \left( \sum_{j=0}^{k+2l-1} j r_j(x, z, s) x_i^{j-1} + \sum_{j=k+2l}^n j s_j x_i^{j-1} \right) \right| \right| \prod_{i=1}^l \left( \sum_{j=0}^{k+2l-1} j r_j(x, z, s) z_i^{j-1} + \sum_{j=k+2l}^n j s_j z_i^{j-1} \right) \times \prod_{i=0}^{k+2l-1} f_i(r_i(x, z, s)) \prod_{i=k+2l}^n f_i(s_i) ds_{k+2l} \ldots ds_n,
\]

where the functions $r_0, \ldots, r_{k+2l-1}$ are defined by

$$
\begin{pmatrix}
  r_0(x, z, s) \\
  \vdots \\
  r_{k+2l-1}(x, z, s)
\end{pmatrix} := -V^{-1}(x, z)
$$

and $s := (s_{k+2} \ldots, s_n)$.

Now we perform the following change of variables:

$$
\begin{align*}
  s_i &= \sum_{j=0}^{n-k-2l} (-1)^{k+2l-i+j} \sigma_{k+2l-i+j}(x, z, \bar{z}) t_j, \quad i = k + 2l, \ldots, n.
\end{align*}
$$

where $\sigma_i$'s are defined in (59) and we write $\sigma_i := 0$ for $i < 0$. The Jacobian is a lower triangle matrix with ones on the diagonal, hence the determinant is 1. This variable change is suggested by the fact that $x_1, \ldots, x_k, z_1, \ldots, z_l, \bar{z}_l$ are zeros of the polynomial

$$
g(z) := r_0 + r_1 z + \cdots + r_{k+2l-1} z^{k+2l-1} + s_{k+2l} z^{k+2l} + \cdots + s_n z^n,
$$

see (55). Thus for some $t'_0, \ldots, t'_{n-k-2l}$ we have

$$
\begin{align*}
g(z) &= \prod_{j=1}^{k} (z - x_j) \prod_{j=1}^{l} (z - z_j)(z - \bar{z}_j) \left( \sum_{j=0}^{n-k-2l} t'_j z^j \right) \\
&= \left( \sum_{j=0}^{k+2l} (-1)^{k+2l-j} \sigma_{k+2l-j}(x, z, \bar{z}) z^j \right) \left( \sum_{j=0}^{n-k-2l} t'_j z^j \right).
\end{align*}
$$

Comparing the coefficients of the polynomials from the left-hand and right-hand sides and recalling (56) we obtain that $t'_i = t_i$ for $i = 0, \ldots, n - k - 2l$ and

$$
\begin{align*}
r_i(x, z, s) &= \sum_{j=0}^{n-k-2l} (-1)^{k+2l-i+j} \sigma_{k+2l-i+j}(x, z, \bar{z}) t_j, \quad i = 0, \ldots, k + 2l - 1.
\end{align*}
$$

If we differentiate the first equation in (57) at points $x_i, z_i$, and $\bar{z}_i$, we get

$$
\begin{align*}
  \sum_{j=0}^{k+2l-1} j r_j x_i^{j-1} + \sum_{j=k+2l}^{n} j s_j x_i^{j-1} &= \prod_{j \neq i} (x_i - x_j) \prod_{j=1}^{l} (x_i - z_j)(x_i - \bar{z}_j) \left( \sum_{j=0}^{n-k-2l} t'_j x_i^j \right), \\
  \sum_{j=0}^{k+2l-1} j r_j z_i^{j-1} + \sum_{j=k+2l}^{n} j s_j z_i^{j-1} &= \prod_{j \neq i} (z_i - x_j) \prod_{j=1}^{l} (z_i - z_j)(z_i - \bar{z}_j) \left( \sum_{j=0}^{n-k-2l} t'_j z_i^j \right), \\
  \sum_{j=0}^{k+2l-1} j r_j \bar{z}_i^{j-1} + \sum_{j=k+2l}^{n} j s_j \bar{z}_i^{j-1} &= \prod_{j \neq i} (\bar{z}_i - x_j) \prod_{j=1}^{l} (\bar{z}_i - z_j)(\bar{z}_i - \bar{z}_j) \left( \sum_{j=0}^{n-k-2l} t'_j \bar{z}_i^j \right).
\end{align*}
$$

Substituting (56), (58), and (59) in (53) completes the proof of the lemma. □
Denote by \( J_\eta(x, z) \) the real Jacobian matrix of \( \eta \) at point \((x, z)\):

\[
J_\eta = \begin{pmatrix}
\frac{\partial A_1}{\partial z_1} & \ldots & \frac{\partial A_1}{\partial z_k} & \frac{\partial A_2}{\partial z_1} & \ldots & \frac{\partial A_2}{\partial z_k} & \frac{\partial A_3}{\partial z_1} & \ldots & \frac{\partial A_3}{\partial z_k} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\frac{\partial A_n}{\partial z_1} & \ldots & \frac{\partial A_n}{\partial z_k} & \frac{\partial A_1}{\partial \text{Re} z_1} & \ldots & \frac{\partial A_1}{\partial \text{Im} z_1} & \frac{\partial A_2}{\partial \text{Re} z_1} & \ldots & \frac{\partial A_2}{\partial \text{Im} z_1} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\frac{\partial A_{n-1}}{\partial z_1} & \ldots & \frac{\partial A_{n-1}}{\partial z_k} & \frac{\partial A_1}{\partial \text{Re} z_1} & \ldots & \frac{\partial A_1}{\partial \text{Im} z_1} & \frac{\partial A_2}{\partial \text{Re} z_1} & \ldots & \frac{\partial A_2}{\partial \text{Im} z_1} \\
\frac{\partial A_n}{\partial z_1} & \ldots & \frac{\partial A_n}{\partial z_k} & \frac{\partial A_1}{\partial \text{Re} z_1} & \ldots & \frac{\partial A_1}{\partial \text{Im} z_1} & \frac{\partial A_2}{\partial \text{Re} z_1} & \ldots & \frac{\partial A_2}{\partial \text{Im} z_1} \\
\end{pmatrix}
\]

Lemma 7.2. For all \((x, z)\in\mathbb{R}^k \times \mathbb{C}^l\),

\[
|\det J_\eta(x, z)| = 2^l \varphi(x, z),
\]

where \(\varphi(x, z)\) is defined in \((62)\).

Proof. Differentiating

\[
V(x, z)\eta(x, z) = \begin{pmatrix}
x_1^{k+2l} & \ldots & x_1^{k+2l+1} & \ldots & x_1^n \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\vdots & & \ddots & \ddots & \vdots \\
x_k^{k+2l} & \ldots & x_k^{k+2l+1} & \ldots & x_k^n \\
\end{pmatrix}
\begin{pmatrix}
\xi_{k+2l} \\
\vdots \\
\xi_l \\
\end{pmatrix},
\]

we obtain

\[
(61) \quad V(x, z)J_\eta(x, z) + \begin{pmatrix} A_1 & 0 \\ 0 & A_2 \end{pmatrix} = - \begin{pmatrix} A_3 & 0 \\ 0 & A_4 \end{pmatrix},
\]

where

\[
A_1 := \begin{pmatrix}
\sum_{j=0}^{k+2l-1} j\eta_j x_1^{j-1} & 0 & \ldots & 0 \\
0 & \sum_{j=0}^{k+2l-1} j\eta_j x_2^{j-1} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \sum_{j=0}^{k+2l-1} j\eta_j x_k^{j-1} \\
\end{pmatrix},
\]

\[
A_2 := \begin{pmatrix}
\sum_{j=0}^{k+2l-1} \eta_j \frac{\partial \text{Re} z_1}{\partial \text{Re} z_j} & \sum_{j=0}^{k+2l-1} \eta_j \frac{\partial \text{Re} z_2}{\partial \text{Re} z_j} & \ldots & 0 \\
\sum_{j=0}^{k+2l-1} \eta_j \frac{\partial \text{Re} z_1}{\partial \text{Im} z_j} & \sum_{j=0}^{k+2l-1} \eta_j \frac{\partial \text{Re} z_2}{\partial \text{Im} z_j} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \sum_{j=0}^{k+2l-1} \eta_j \frac{\partial \text{Re} z_k}{\partial \text{Re} z_j} \\
\end{pmatrix},
\]

\[
A_3 := \begin{pmatrix}
\sum_{j=k+2l}^{n} j\xi_j x_1^{j-1} & 0 & \ldots & 0 \\
0 & \sum_{j=k+2l}^{n} j\xi_j x_2^{j-1} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \sum_{j=k+2l}^{n} j\xi_j x_k^{j-1} \\
\end{pmatrix},
\]

\[
A_4 := \begin{pmatrix}
\sum_{j=k+2l}^{n} \xi_j \frac{\partial \text{Re} z_1}{\partial \text{Re} z_j} & \sum_{j=k+2l}^{n} \xi_j \frac{\partial \text{Re} z_2}{\partial \text{Re} z_j} & \ldots & 0 \\
\sum_{j=k+2l}^{n} \xi_j \frac{\partial \text{Re} z_1}{\partial \text{Im} z_j} & \sum_{j=k+2l}^{n} \xi_j \frac{\partial \text{Re} z_2}{\partial \text{Im} z_j} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \sum_{j=k+2l}^{n} \xi_j \frac{\partial \text{Re} z_k}{\partial \text{Re} z_j} \\
\end{pmatrix}.
\]
We finish the proof by moving in (61) the second term from the left-hand side to the right-hand side, using (49), and noting that for any analytic function $f(z)$
\[
\det \left( \frac{\partial \Re f}{\partial x}, \frac{\partial \Re f}{\partial y}, \frac{\partial \Im f}{\partial x}, \frac{\partial \Im f}{\partial y} \right) = |f'(z)|^2.
\]
\[\square\]

**Lemma 7.3** (Coarea formula). Let $B \subset \mathbb{R}^m$ be a region. Let $u : B \to \mathbb{R}^m$ be a Lipschitz function and $h : \mathbb{R}^m \to \mathbb{R}$ be an $L^1$-function. Then
\[
\int_{B} \# \{ x \in B : u(x) = y \} \, h(y) \, dy = \int_{B} |\det J_u(x)| \, h(u(x)) \, dx,
\]
where $J_u(x)$ is the Jacobian matrix of $u(x)$, and $\# S$ denotes the cardinality of a set $S$.

**Proof.** See [14, pp. 243–244]. \[\square\]

### 7.2. Proof of Theorem 5.1

Now we are ready to finish the proof of Theorem 5.1. To this end, we show that for any family of mutually disjoint Borel subsets $B_1, \ldots, B_k \subset \mathbb{R}$ and $B_{k+1}, \ldots, B_{k+2l} \subset \mathbb{C}_+$,
\[
\mathbb{E} \left[ \prod_{i=1}^{k+2l} \mu(B_i) \right] = 2^l \int_{B_1} \cdots \int_{B_{k+2l}} \rho_{k+2l}(x, z) \, dx_1 \cdots dx_k \, dz_1 \cdots dz_l.
\]
From (51) we get
\[
\mathbb{E} \left[ \prod_{i=1}^{k+1} \mu(B_i) \right] = \mathbb{E} \left[ \# \{ (x, z) \in B_1 \times \cdots \times B_{k+1} : \eta(x, z) = (\xi_0, \ldots, \xi_{k+1}) \} \right].
\]
For clarity, denote the sets $B_{k+j}$ by $\tilde{B}_{k+j}$ when we consider them as subsets of $\mathbb{R}^2$: $\tilde{B}_{k+j} := \{ (x, y) \in \mathbb{R}^2 : x + iy \in B_{k+j} \}$.

Let us apply Lemma 7.3 to (63) with
\[m = k + 2l, \quad B = B_1 \times \cdots \times B_k \times \tilde{B}_{k+1} \times \cdots \times \tilde{B}_{k+2l},\]
\[
u(x_1, \ldots, x_{k+2l}) = \eta(x_1, \ldots, x_k, x_{k+1} \pm ix_{k+2}, \ldots, x_{k+2l} \pm ix_{k+2l}),
\]
\[h(y_0, \ldots, y_{k+2l}) = f_0(y_0) \cdots f_{k+2l-1}(y_{k+2l-1}).\]

Note that the indices of $y_i$’s are shifted by 1 according to the enumeration of polynomial coefficients. Hence due to Lemma 7.3 the right-hand side of (64) is equal to
\[
\int_{\mathbb{R}^{k+2l}} \mathbb{E} \left[ \# \{ (x_1, \ldots, x_{k+2l}) \in B : u(x_1, \ldots, x_{k+2l}) = y \} \right] f_0(y_0) \cdots f_{k+2l-1}(y_{k+2l-1}) \, dy
\]
\[
= \mathbb{E} \int_{B} |\det J_u(x)| \prod_{i=0}^{k+2l-1} f_i(u_i(x_1, \ldots, x_{k+2l})) \, dx_1 \cdots dx_{k+2l},
\]
where we used first Fubini’s theorem and then (62). The Jacobian matrix of $u$ coincides with the real Jacobian matrix of $\eta$, the determinant of which is given by Lemma 7.2. Thus, switching from $u$ to $\eta$ and again using Fubini’s theorem we obtain
\[
\mathbb{E} \left[ \prod_{i=1}^{k+1} \mu(B_i) \right] = 2^l \int_{B} \mathbb{E} \left[ \varphi(x, z) \prod_{i=0}^{k+2l-1} f_i(\eta_i(x, z)) \right] \, dx \, dz,
\]
where $\varphi(x, z)$ is defined in (62).
Combining this with (53) implies (63), and due to (5) the theorem follows.

8. Proof of Theorem 5.7

We first consider the case $p < \infty$. Applying (13) to $G_{p,w}$ defined in (7) gives
\[
\rho_{p,w,n-2,l}^{(x,z)} = \frac{2^{l+n-1}w_0 \ldots w_n}{\Gamma \left(1 + \frac{1}{p}\right)} v_n(x, z, \bar{z})
\times \int_{\mathbb{R}} |t|^n \exp \left(-|t|^p \sum_{i=0}^{n} |w_i\sigma_{n-i}(x, z, \bar{z})|^p \right) dt.
\]
Using the substitution
\[
s = |t|^p \sum_{i=0}^{n} |w_i\sigma_{n-i}(x, z, \bar{z})|^p
\]
and a representation of the gamma function, we obtain
\[
\rho_{p,w,n-2,l}^{(x,z)} = \frac{2^{l+n-1}w_0 \ldots w_n \Gamma \left(1 + \frac{n+1}{p}\right)}{p \left(1 + \frac{n+1}{p}\right)} v_n(x, z, \bar{z}) \left(\sum_{i=0}^{n} |w_i\sigma_{n-i}(x, z, \bar{z})|^p \right)^{-\frac{n+1}{p}}.
\]
Using the identity
\[
\frac{1}{p} \Gamma \left(\frac{n+1}{p}\right) = \frac{1}{n+1} \Gamma \left(\frac{n+1}{p} + 1\right),
\]
concludes the proof of Theorem 5.7 for $p < \infty$.

The case $p = \infty$ follows from the case $p < \infty$ by letting $p \to \infty$:
\[
\rho_{\infty,w,n-2,l}^{(x,z)} = \lim_{p \to \infty} \rho_{p,w,n-2,l}^{(x,z)} = \frac{2^{l+n-1}w_0 \ldots w_n v_n(x, z, \bar{z})}{(n+1)\left(\max_{0 \leq i \leq n} |w_i\sigma_{n-i}(x, z, \bar{z})|\right)^{n+1}},
\]
where in the first equality we used the continuity of the $\Gamma$-function at 1 and in the second – the limit equality
\[
\lim_{p \to \infty} \left(\sum_{j=1}^{m} |b_j|^p \right)^{1/p} = \max_{1 \leq j \leq m} |b_j|.
\]
The theorem follows.
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