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Abstract
We study scaling limits of the weakly driven Zhang and the Bak-Tang-Wiesenfeld
(BTW) model for self-organized criticality. We show that the weakly driven Zhang
model converges to a stochastic partial differential equation (PDE) with singular-
degenerate diffusion. In addition, the deterministic BTW model is shown to
converge to a singular-degenerate PDE. Alternatively, the proof of the scaling limit
can be understood as a convergence proof of a finite-difference discretization for
singular-degenerate stochastic PDEs. This extends recent work on finite difference
approximation of (deterministic) quasilinear diffusion equations to discontinuous
diffusion coefficients and stochastic PDEs. In addition, we perform numerical
simulations illustrating key features of the considered models and the convergence
to stochastic PDEs in spatial dimension d = 1, 2.
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1 Introduction

The concept of self-organized criticality (SOC) was introduced by Bak, Tang and
Wiesenfeld in the seminal articles [2, 3] by means of the paradigmatic “sandpile
model”. This particle model serves as a guiding example of a non-equilibrium
system reaching criticality without apparent external tuning of model parameters,
thus exemplifying the concept of SOC. The field of SOC has since received strong
interest in physics and alternative particle models like the Zhang model have
been introduced, see for example [83, 75, 36, 71, 87, 48, 67, 1, 24, 33]. Despite
their apparent simplicity, the analysis of the dynamics of these sandpile models
is challenging and the microscopic models contain several arbitrary degrees of
freedom, such as the structure of the underlying grid and its size. Consequently,
already shortly after the introduction of the concept of SOC, continuum models
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mimicking the discrete systems have been introduced in the physics literature, see
e. g. [38, 34, 23, 75, 76, 55, 37, 25, 69, 57, 20, 22, 58, 77, 49]. Informally, these
are thought to correspond to continuum limits of the discrete systems (1.2), (1.5),
leading to singular-degenerate stochastic partial differential equations (SPDEs) of
the type

dX(t) = ∆φ̃(X(t))dt+B(X(t))dW (t) on (0, T ]× (0, 1). (1.1)

Motivated by this development, a large number of mathematical contributions
have been devoted to the analysis of such (stochastic) PDEs, see, for example,
[7, 6, 17, 8, 5, 11, 9, 10, 16, 12, 15, 13, 14, 28, 27, 80, 81, 53, 51]. However, despite
the ongoing interest in continuum models for SOC, so far their rigorous justification
in terms of scaling limits of the discrete systems remained an open problem. As a
consequence, also the question in which scaling regimes these continuum models
apply remained unanswered.

The goal of the present work is to address the aforementioned open problems:
We identify scaling regimes for the model parameters D and σ2 in (1.5) for which
the rescaled weakly driven Zhang model converges to the solution of a singular
stochastic PDE of the type (1.1). The proof of this fact is challenging due to the
interplay of the irregularity of the random forcing, which converges to space-time
white noise, with the degeneracy of the diffusion. For this reason, a proof based
on distribution spaces taking the place of more classic function spaces has to be
developed. In addition, we prove that the pure diffusion part of the BTW model
converges to a deterministic, singular-degenerate PDE. In this case, an additional
difficulty arises due to the non-reflexivity of the corresponding energy space. This is
overcome in the present work by devising an SVI approach for this setting.

The “sandpile model”, also called BTW model in the following, specifies the
evolution of the height (Xn,j)n=0,...,N ;j∈Λ ⊂ R of a number of particles on a d-
dimensional grid j ∈ Λ = {0, . . . , Z}d of length Z ∈ N≥2 in discrete time n ∈
{0, 1, . . . , N}, N ∈ N. The dynamics of the height are induced by a competition of
energy input and dissipation: As long as a critical height K is not exceeded, that is
‖Xn,·‖∞ ≤ K, energy is added to the system. If the critical height K is exceeded,
the dissipation mechanism, a so-called toppling event, is invoked redistributing
energy throughout the system. Without loss of generality, K can be set to 1 by a
scaling argument. This leads to the definition of the dynamics via

Xn+1,j = Xn,j +D
∑
j′∼j

(
φ̃(Xn,j′)− φ̃(Xn,j)

)
+ 1{‖Xn,·‖∞≤1}ξ

n,j , (1.2)

for j ∈ Λ′ = {1, . . . , Z − 1}d, where the sum reaches over direct neighboring cells j′
of j, D ∈ (0, 1

2d ], φ̃ = φ̃1 with

φ̃1(x) = 1(1,∞)(x)− 1(−∞,−1)(x), (1.3)

and ξn,j = µ̃δj,sn , µ̃ > 0, are random variables with sn ∼ Uni(Λ′) independently
identically distributed. By fixing the height to zero on Λ\Λ′, energy can be dissipated
via toppling.
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Subsequently, several modifications of the original BTW model have been intro-
duced, for example, the Zhang model for which the diffusion φ̃ = φ̃2 takes the form

φ̃2(x) = |x| (1(1,∞)(x)− 1(−∞,−1)(x)) , (1.4)

among many more, see, for example [71, 44]. Both models share the properties to
be slowly driven by energy input with rapid relaxation, that have been identified in
[36, Section III.1] as characteristics of systems displaying SOC.

Following [36, Section III.2], we introduce the weakly driven BTW/Zhang models

Xn+1,j = Xn,j +D
∑
j′∼j

(
φ̃(Xn,j′)− φ̃(Xn,j)

)
+ ξn,j , (1.5)

where now (ξn,j)n=0,...,N ;j∈Λ′ are independent random variables identically distributed
with positive mean Eξn,j = µ̃ > 0 and finite variance Var

(
ξn,j

)
= σ2 <∞. We call

these models weakly driven, since the totally asymmetric noise in (1.2), which only
takes non-negative values, is replaced by a weakly asymmetric noise which still has
positive mean, but may also take negative values.

Starting from the zero initial condition, energy builds up in the system until
toppling events appear. These can induce chain reactions, that is, cause subsequent
topplings. A series of m toppling events is called an avalanche of size m. A key
observation in SOC is that the systems described above reach criticality, in the sense
that the statistics of the sizes of avalanches show a power law behavior (see e. g. [3]).
The numerical simulations presented in Section 4.2 below demonstrate that this
behavior is still present in the weakly asymmetric case (1.5).

More precisely, with the space-time rescaling h = 1
Z , τ = T

N , model (1.5) becomes

Xn+1,·
h,τ = Xn,·

h,τ + τ∆hφ̃
(
Xn,·
h,τ

)
+ ξ̃n,·h,τ , for n = 0, . . . , N − 1,

X0
h,τ = x0

h,
(1.6)

with zero boundary condition, where the random variables (ξ̃n,jh,τ )j∈Λ′ are assumed
to be R-valued, independent identically distributed with mean µτ , variance τ

hd
and

finite sixth moments. This scaling means that the constants D, µ̃ and σ2 in (1.5)
are replaced by τ

h2 = TZ2

N , τµ = µT
N and τ

hd
= TZd

N , respectively. Furthermore, ∆h

denotes the discrete Dirichlet Laplacian. Recall that on the level of the discrete
model, D encodes the share of the quantity on the critical site being redistributed
during one toppling event, and µ encodes the average quantity added in each time
step.

In the following, we identify grid functions on the lattice hΛ′ with their prolon-
gations chosen to be piecewise affine in time and piecewise constant in space.

Theorem 1.1 (See Theorem 2.3 below). Let d = 1. Consider the rescaled weakly
driven Zhang model (1.6) with diffusion nonlinearity φ2 and initial condition x0

h ∈
RZ−1. Assume that that the (strong) CFL condition

τ

h2 → 0 for τ, h→ 0 (1.7)
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is satisfied and that x0
h → x0 ∈ L2([0, 1]) for h→ 0. Then,

Xh,τ → X in L2([0, T ];L2([0, 1]) and L∞([0, T ];H−1)

for τ, h→ 0 in distribution, where X is the unique weak solution to

dX(t) = ∆φ̃2(X(t)) dt+ µdt+ dW (t) on (0, T ]× (0, 1),

X(0) = x0,
(1.8)

with initial state x0 ∈ L2([0, 1]) and W is a cylindrical Id-Wiener process on
L2([0, 1]).

While the Zhang model and the BTWmodel share the difficulty of a discontinuous
and locally degenerate diffusion, the diffusivity of the BTW model also degenerates
for large values. This complicates the mathematical analysis. In this case, the
convergence of the purely diffusive part can still be obtained.

Theorem 1.2 (See Theorem 3.3 below). Consider the BTW model without external
forcing and let d = 1. Assume that (1.7) is satisfied and that x0

h → x0 in L2([0, 1])
for h→ 0. Then,

Xh,τ → X weakly* in L∞([0, T ];H−1)

for τ, h→ 0, where X is the unique EVI solution to

dX(t) = ∆φ̃1(X(t)) dt on (0, T ]× (0, 1),

X(0) = x0,
(1.9)

with initial state x0 ∈ L2([0, 1]).

The above two main results can be reinterpreted in terms of the convergence
of time explicit finite difference schemes for singular-degenerate (stochastic) PDE.
From this viewpoint, the results presented in this work partially extend those of
the recent contribution [32]. More precisely, the results of [32] in particular imply
the convergence of explicit finite difference schemes of singular-degenerate PDE of
the type (1.1) with B ≡ 0 and Lipschitz continuous nonlinearities φ̃. Due to the
discontinuous nature of the diffusion coefficients (1.3), (1.4) the results of [32] are not
applicable in the present setting. In addition, the arguments developed in [43, 32]
rely on compactness arguments in L1, and, therefore, require at least L1 regularity
for the forcing. In the context of stochastic PDE considered here, these methods are
not applicable, since (1+1)-dimensional space-time white noise has spatial regularity
only C−

1
2−. Therefore, arguments applicable in spaces of distributions have to be

developed, which is done in the present work by establishing an H−1-based approach
rather than working in L1.

In the language of numerical analysis, the first main result obtained in this work
and, analogously, the second one can be re-formulated as follows.

Corollary 1.3. Let d = 1. Consider a rectangular grid covering [0, T ] × [0, 1]
with grid size h and time step size τ and assume that (1.7) is satisfied. Then, the
solutions of the explicit finite difference discretization of the stochastic PDE (1.8),
i.e., (1.6) with φ̃ = φ̃2, converge for τ, h→ 0 to the unique weak solution of (1.8) in
the same sense as in Theorem 1.1.
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Remark 1.4. The proof in [32] relies on a comparison principle on the level of the
discrete scheme, which is closely connected to the CFL-type condition

τ

h2 ≤
1

2dLipφ̃
,

where Lipφ̃ is the Lipschitz constant of the nonlinearity φ̃ (see [32, p. 2272]). Due
to the discontinuous nature of the nonlinearities in (1.3) and (1.4) such a condition
can only be satisfied in a limiting sense, thus motivating (1.7).

In Section 4, numerical simulations are included going beyond the above setup for
which rigorous results are obtained, by investigating rates of convergence, convergence
in stronger topologies, and relaxed assumptions. For example, numerical simulations
for d = 2 are included indicating the existence of a non-trivial limit for the Zhang and
BTWmodel (1.6). Notably, in higher spatial dimension d ≥ 2, the regularity of space-
time white noise and, thus, of solutions to (1.8) becomes worse and renormalization
may become necessary.

We conclude the introduction with some brief comments on the method of proof:
The proof of convergence is based on a compactness argument and thus fundamentally
relies on establishing uniform energy estimates on the discrete solutions. In order
to establish these estimates, we introduce discrete analogs of the continuous H−1

norm, where the continuous Laplacian ∆ is replaced by its discrete counterpart ∆h.
This allows to reproduce the known continuous energy estimates on the discrete
level, but leads to discretization dependent norms and spaces. The discrete stability
estimates are then carefully transferred to spatially continuous interpolants of the
discrete solutions. The derived estimates provide the basis for the subsequent
compactness arguments based on the “weak convergence approach” inspired by
[46]. The identification of the resulting limit as a probabilistically weak solution
to the stochastic PDE driven by space-time white noise is challenging, due to its
multivalued nature, but can be resolved by monotonicity techniques, as long as the
corresponding energy space is reflexive. This finishes the proof for the Zhang model.
The monotonicity approach fails in the case of the BTW nonlinearity, since weak
convergence can only be obtained in weaker topologies due to the non-reflexivity
of the energy space. At this point the solution concept of stochastic variational
inequalities (SVI solutions) proves crucial as it does not rely on reflexivity. This
approach allows to conclude the convergence of the discrete BTW model in the
deterministic setting.

The structure of this paper is as follows: We first give an overview on the
mathematical and physical literature in Section 1.1 and introduce some general
notational conventions in Section 1.2. The continuum limits of the weakly driven
Zhang and BTW model are then treated in Section 2 and Section 3, respectively.
Numerical experiments are included in Section 4.

1.1 Mathematical literature
We first mention previous attempts to approach SOC in a continuous setting. Related
to the scaling limit approach, one strategy consists in considering cellular automata
resulting from a reformulation and modification of the original sandpile models, as
proceeded in [24], in order to obtain a problem which is more accessible for analysis.
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For one of these models, a hydrodynamic limit PDE has been rigorously obtained
in [25]. Scaling limits of the SOC models introduced above have been asserted in
[38, 34, 75, 6, 7, 22]. For the existence of a scaling limit for deterministic sandpiles
started from specific initial configurations, we refer to [74]. In [78, 20, 57], systems
of PDEs are analyzed as ad-hoc models for natural processes displaying power-law
statistics.

The analysis of the scaling behavior of SOC particle models leads to questions
also arising in the analysis of explicit finite difference discretizations of (generalized)
porous media equations. The latter has been subject to a lively research activity
in numerical mathematics, advancing from the classical power functions (e. g. [35])
via differentiable nonlinearities ([43]) to merely Lipschitz nonlinearities ([32]). As
related results, we mention convergence results for implicit finite difference schemes
of degenerate porous media equations ([42, 32]) and a finite-difference discretization
of a fractional porous medium equation ([31]).

Regarding the numerical approximation of probabilistically weak solutions of
nonlinear SPDEs we refer to the overview paper [72] and the references therein.
For discretizations of stochastic porous media equations, we refer to [54], where
an L2 based finite element approach is applied in order to construct and analyze
solutions for sufficiently smooth noise as well as to the recent work [19] that employs
an H−1 based finite element approach which also covers the case of space-time white
noise for d = 1. In [50, 56], linear SPDEs with multiplicative noise are discretized
using finite difference approximations in space, while [68] considers space-time finite
difference approximations of linear parabolic SPDEs with additive noise. To the best
of the authors’ knowledge, the present work is the first time that finite difference
approximations of stochastic porous media equations are rigorously analyzed.

Concerning the underlying techniques the main arguments of this article rely
on, we mention the following sources of theory and inspiration. For Yamada-
Watanabe type results, we refer to [85] for the foundational work and to [63, 79] for
applications to SPDEs. The meanwhile classical weak convergence approach has
been used previously, e. g. , by [45, 21, 52, 29], relying on a Skorohod-type result by
Jakubowski [60]. For the identification of the limit of the discrete approximations
as a solution, we use the theory of maximal monotone operators given e. g. in [4] in
a similar way as [66], and a generalized Donsker-type invariance principle given in
[40].

1.2 Notation

Let O ⊂ Rd, d ∈ N, be an open and bounded set. For k ≥ 0, let Ck(O) (Ckc (O)) be
the space of k times continuously differentiable real-valued functions (with compact
support), where the index k = 0 will be omitted. Similarly, for a Banach space V ,
Ck([0, T ];V ) denotes be the space of k times continuously differentiable curves in
V parametrized by t ∈ [0, T ]. Let L2 := L2(O) be the Lebesgue space of square
integrable functions, endowed with the norm ‖·‖L2 . Let H1

0 := H1
0 (O) be the Sobolev

space of weakly differentiable functions with zero trace, endowed with the norm
‖u‖H1

0
= ‖∇u‖L2 , and let H−1 be its topological dual space. For two separable

Hilbert spaces H1, H2, we write L2(H1, H2) for the space of all Hilbert-Schmidt
operators from H1 to H2.
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We now turn to the finite-dimensional structures which we will use to formulate
numerical convergence results. From now on, we fix

O = [0, 1] ⊂ R.

Consider an equidistant grid on the unit interval with grid points (xi)Zi=0 with
h = 1

Z , Z ∈ N and xi = ih. For i = 0, . . . , Z − 1 let yi =
(
i+ 1

2

)
h. Consider the

sets of intervals (Ki)i=0,...,Z and (Ji)i=0,...,Z−1 given by

K0 = [x0, y0), KZ = [yZ−1, xZ ] , Ki = [yi−1, yi) for i = 1, . . . , Z − 1,
Ji = [xi, xi+1) for i = 0, . . . , Z − 1.

(1.10)

We consider the space of grid functions on (xi)Zi=0 with zero boundary conditions,
which is isomorphic to RZ−1. We write 1 = (1, . . . , 1) ∈ RZ−1. We define the
following prolongations.

Definition 1.5. Let uh = (uh,1, . . . , uh,Z−1) ∈ RZ−1. We then define the piecewise
linear prolongation with respect to the grid (xi)i=0,...,Z with zero-boundary conditions
by

I
plx
h : RZ−1 ↪→ H1

0 , uh 7→ uplx
h :=

Z−1∑
i=0

[
uh,i + uh,i+1 − uh,i

h
(· − xi)

]
1Ji ,

using the convention uh,0 = uh,Z = 0, and the piecewise constant prolongation by

I
pcx
h : RZ−1 ↪→ L2, uh 7→ upcx :=

Z−1∑
i=1

uh,i1Ki .

The image of Ipcx
h , i. e. the space of piecewise constant functions on the partition

(Ki)Zi=0 with zero Dirichlet boundary conditions, will be denoted by Spcx
h . The

L2-orthogonal projection to this space will be denoted by Πpcx
h . Note that Ipcx

h :
RZ−1 → Spcx

h is bijective.

Let 〈·, ·〉 := 〈·, ·〉l2 denote the inner product arising from the Euclidean norm
‖·‖ := ‖·‖l2 on RZ−1. For a matrix A ∈ R(Z−1)×(Z−1), ‖A‖ denotes the matrix
norm induced by ‖·‖. Let ∆h ∈ R(Z−1)×(Z−1) be the matrix corresponding to the
finite difference Laplacian on grid functions on (xi)Zi=0 with zero Dirichlet boundary
conditions, i. e.

∆h = − 1
h2



2 −1
−1 2 −1 0

−1 . . . . . .
. . . . . . −1

0 −1 2 −1
−1 2


. (1.11)

Recall that −∆h is symmetric and positive definite (for a formal argument, see
Lemma B.1 below). Hence, the following definition is admissible.
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Definition 1.6. On RZ−1, we define the inner products 〈·, ·〉0, 〈·, ·〉1 and 〈·, ·〉−1 by

〈u, v〉0 = h 〈u, v〉 ,
〈u, v〉1 = 〈−∆hu, v〉0 ,

〈u, v〉−1 =
〈

(−∆h)−1u, v
〉

0

for u, v ∈ RZ−1. The induced norms are denoted by ‖·‖0 , ‖·‖1 and ‖·‖−1.

Remark 1.7. The norm ‖·‖0 in Definition 1.6 corresponds to the L2 norm on O by
the fact that

I
pcx
h :

(
RZ−1, ‖·‖0

)
→
(
Spcx
h , ‖·‖L2

)
is an isometry, i. e.

〈u, v〉0 =
〈
I

pcx
h u, I

pcx
h v

〉
L2 for u, v ∈ RZ−1.

Furthermore, Definition 1.6 suggests to view ‖·‖1 and ‖·‖−1 as discrete analogs of
the H1

0 and H−1 norms on O, respectively. These connections are more subtle and
will be made more precise in Lemma B.4, Lemma B.5 and Proposition B.6 below.

Next, we consider a lattice for the time interval [0, T ], T > 0. For τ > 0 such
that T = Nτ , N ∈ N, consider the equidistant grid (0, τ, 2τ, . . . , Nτ ). We then
define the following prolongations of grid functions.

Definition 1.8. Let v = (vk)Nk=0 ⊆ R be a grid function on the previously described
grid of length τ and let tτ := τ

⌊
t
τ

⌋
. Then we define the piecewise linear prolongation

vplt : [0, T ] → R, the left-sided piecewise constant prolongation vpct- : [0, T ] → R
and the right-sided piecewise constant prolongation vpct+ : [0, T ]→ R by

vplt(t) = t− tτ
τ

vbt/τc+1 + tτ + τ − t
τ

vbt/τc, vpct-(t) = vbt/τc, vpct+(t) = vbt/τc+1.

For space-time grid functions (uk,l)k=0,...,N ;l=1,...,Z−1 ⊂ R, we define the space-
time prolongations uplt,pcx, upct-pcx, upct+pcx by extending both in space and time.
Note that it does not matter whether one first carries out the space or the time
prolongation.

2 Continuum limit for the weakly driven Zhang model

For the first main result, let φ2 : R→ 2R be the maximal monotone extension of

φ̃2 : R 3 x 7→ x1|x|>1(x), (2.1)

which is a special case of the Zhang nonlinearity in (1.4). We consider the singular-
degenerate stochastic partial differential inclusion

dX(t) ∈ ∆(φ2(X(t))) + µdt+ dW (t),

X(0) = x0,
(2.2)

on the interval (0, 1) ⊂ R with zero Dirichlet boundary conditions, where µ ≥ 0 and
x0 ∈ L2 := L2((0, 1)). In this setting, W is a cylindrical Id-Wiener process in L2.
We set the stage for the following analysis by defining a notion of solution to (2.2)
in a probabilistically weak sense.
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Definition 2.1. A triple
(

(Ω̃, F̃ , (F̃t)t∈[0,T ], P̃), X̃, W̃
)
, where (Ω̃, F̃ , (F̃t)t∈[0,T ], P̃) is

a complete probability space endowed with a normal filtration,

X̃ ∈ L2
(
Ω̃× [0, T ];L2

)
∩ L2

(
Ω̃;L∞([0, T ];H−1)

)
is an (F̃t)t∈[0,T ]-progressively measurable process and W̃ is a cylindrical Id-Wiener
process with respect to (F̃t)t∈[0,T ] in L2, is a weak solution to (2.2), if there exists
an (F̃t)t∈[0,T ]-progressively measurable process Ỹ ∈ L2(Ω̃× [0, T ];L2) such that

X̃(t) = x0 + µt+
∫ t

0
∆Ỹ (r) dr + W̃ (t) (2.3)

is satisfied in L2(Ω̃× [0, T ]; (L2)′), and

Ỹ (t) ∈ φ2(X̃(t)) (dt⊗ dx)-almost everywhere P̃-almost surely. (2.4)

It will be shown in Section A that the processes (X̃, W̃ ) of every weak solution
to (2.2) have the same law with respect to the Borel σ-algebra of L2([0, T ];L2)×
C([0, T ];H−1).

We make the following central assumption for the rest of this article.

Assumption 2.2. Let T > 0. We choose sequences (Zm)m∈N, (Nm)m∈N ⊂ N such
that, for hm = 1

Zm
, τm = T

Nm
(m ∈ N),

hm → 0 for m→∞

and
τm
h2
m

→ 0 for m→∞ (CFL)

is satisfied, which presents a strengthened Courant-Friedrichs-Lewy-type condition.

Motivated by the discrete Zhang model, we construct a family of time-discrete evo-
lution processes on RZm−1 as follows. For eachm ∈ N, we define (Xn

hm
)n∈{0,1,...,Nm+1} ⊂

RZm−1 iteratively by

Xn+1
hm

= Xn
hm + τm∆hm φ̃2(Xn

hm) + µτm +
√
τm
hm

ξnhm , for n = 0, . . . , Nm,

X0
hm = x0

hm ,

(2.5)

where (x0
hm

)m∈N ⊂ RZm−1 such that (x0
hm

)pcx → x0 in L2, and (ξn,lhm)n=0,...,Nm;l=1,...,Zm−1
are centered independent random variables identically distributed on a probability
triple (Ω,F ,P). We assume that E(ξ0,1

h1
)2 = 1 and that E(ξ0,1

h1
)6 is finite.

Recall the extensions of grid functions to functions defined in Definition 1.8. We
then have the following main result, which will be proved at the end of Section 2.1.

Theorem 2.3. Recall the notation from Section 1.2, let Assumption 2.2 be satisfied
and, for m ∈ N, consider the process (Xn

hm
)Nmn=0 given by (2.5). Then, for m→∞,

Xplt,pcx
hm

converges in distribution to the unique weak solution to (2.2) with respect to
the weak topology on L2([0, T ];L2) and the weak* topology on L∞([0, T ];H−1).
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2.1 A priori estimates and transfer to extensions
For the rest of this section, we write φ = φ2 and φ̃ = φ̃2, and we drop the index m
of the discretization sequences

(hm)m∈N, (Zm)m∈N, (τm)m∈N, (Nm)m∈N,

writing instead (h)h>0 etc. Moreover, the convergence of sequences and usually
nonrelabeled subsequences indexed by m for m → ∞ will be denoted by h → 0.
Expressions like “for h > 0” have to be understood in the sense “for all elements
of (hm)m∈N” or “for all elements of the subsequence at hand”. For h > 0, we set
(Fnh )Nn=0, Fnh ⊆ F , to be the filtration generated by (ξkh)Nk=0, i. e.

Fnh = σ
(
ξkh : k ∈ {0, . . . , n− 1}

)
for n ∈ {0, . . . , N}. (2.6)

We have the following bounds on the discrete process Xh defined in (2.5).

Lemma 2.4. Let τ, h > 0, Z,N ∈ N as in Assumption 2.2, where we choose h small
enough for τ < 1 and τ

h2 ≤ 1
12 to be satisfied. Then, the discrete process in (2.5)

satisfies

‖Xn
h‖

2
−1 + Sn,h ≤

∥∥∥x0
h

∥∥∥2

−1
+
n−1∑
k=0

(
2
√
τ

h

〈
Xk
h , ξ

k
h

〉
−1

+ Cτ

+ 2τ
3
2h−

1
2
〈

∆hφ̃(Xk
h ) + µ1, ξkh

〉
−1

+ τ

h

∥∥∥ξkh∥∥∥2

−1

) (2.7)

and
E ‖Xn

h‖
2
−1 + ESn,h ≤ E

∥∥∥x0
h

∥∥∥2

−1
+ nτ Tr(−∆−1

h ) + nτC (2.8)

for all n ∈ {1, . . . , N + 1}, where

Sn,h ∈
{
τ
n−1∑
k=0

〈
Xk
h , φ̃(Xk

h )
〉

0
, τ

n−1∑
k=0

∥∥∥φ̃(Xk
h )
∥∥∥2

0
, τ

n−1∑
k=0

∥∥∥Xk
h

∥∥∥2

0
− nτ

}
.

Moreover, we have for n ∈ {1, . . . , N}

1
h
E ‖ξnh‖

2
−1 = Tr(−∆−1

h ) (2.9)

and

E ‖Xn
h‖

2
−1 + 2τE

n−1∑
k=0

〈
Xk
h , φ̃(Xk

h )
〉

0

≤ E
∥∥∥x0

h

∥∥∥2

−1
+ nτ Tr(−∆−1

h ) + 2µτE
n−1∑
k=0

〈
Xk
h ,1

〉
−1

+ 5τ
h2

(
E
∥∥∥x0

h

∥∥∥2

−1
+ T Tr(−∆−1

h ) + C

)
.

(2.10)
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Proof. For n ∈ {0, . . . , N}, we compute∥∥∥Xn+1
h

∥∥∥2

−1
=
∥∥∥∥Xn

h + τ∆hφ̃(Xn
h ) +

√
τ

h
ξnh + µτ1

∥∥∥∥2

−1

= ‖Xn
h‖

2
−1 + 2τ

〈
Xn
h ,∆hφ̃(Xn

h )
〉
−1

+ 2µτ 〈Xn
h ,1〉−1 + τ2

∥∥∥∆hφ̃(Xn
h )
∥∥∥2

−1
+ 2µτ2

〈
∆hφ̃(Xn

h ),1
〉
−1

+ 2
√
τ

h
〈Xn

h , ξ
n
h〉−1 + 2τ

3
2h−

1
2
〈

∆hφ̃(Xn
h ) + µ1, ξnh

〉
−1

+ τ

h
‖ξnh‖

2
−1 + µ2τ2 ‖1‖2−1 .

(2.11)

Towards the first claim, we aim to absorb the terms of the third line of (2.11) up to
stably-scaled constants into the term

τ
〈
Xn
h ,∆hφ̃(Xn

h )
〉
−1

= −τ
〈
Xn
h , φ̃(Xn

h )
〉

0
= −τ

∥∥∥φ̃(Xn
h )
∥∥∥2

0
.

To this end, using Lemma B.7 in the second step, we compute

2µτ 〈Xn
h ,1〉−1 ≤ 2Cτ ‖Xn

h‖−1 ‖1‖−1 ≤ 2τC ‖Xn
h‖0 ‖1‖0

≤ 2τ
(3

2C + 1
6 ‖X

n
h‖

2
0

)
≤ 3τC + 1

3τ
∥∥∥φ̃(Xn

h )
∥∥∥2

0
,

further, by (B.1)

τ2
∥∥∥∆hφ̃(Xn

h )
∥∥∥2

−1
≤ 4τ τ

h2

∥∥∥φ̃(Xn
h )
∥∥∥2

0
≤ 1

3τ
∥∥∥φ̃(Xn

h )
∥∥∥2

0
, (2.12)

and∣∣∣∣2µτ2
〈

∆hφ̃(Xn
h ),1

〉
−1

∣∣∣∣ ≤ 2Cτ2
〈
φ̃(Xn

h ),1
〉

0
≤ 3τ2C + 1

3τ
2
∥∥∥φ̃(Xn

h )
∥∥∥2

0
. (2.13)

Furthermore, note that by the definition of φ̃, we have for all x ∈ RZ−1〈
x, φ̃(x)

〉
0

=
∥∥∥φ̃(x)

∥∥∥2

0
. (2.14)

Applying these estimates to (2.11) yields (2.7) with the first choice for Sn,h by
induction.

Now taking the expectation in (2.11), we treat the remaining non-constant terms
as follows. Recall the definition of the filtration (Fnh )Nn=0 in (2.6) and note that
Xn
h is Fnh -measurable, while ξnh is independent of Fnh . Hence, the two mixed terms

on the right-hand side of (2.7) vanish, using the tower property of the conditional
expectation. For the second-to-last term, we notice that

τ

h
E ‖ξnh‖

2
−1 = τ

h
E
〈
−∆−1

h ξnh , hξ
n
h

〉
= τ E

〈
−∆−1

h ξnh , ξ
n
h

〉
= τ Tr(−∆−1

h ), (2.15)

since for any family (ξi)Z−1
i=1 of random variables with E(ξiξj) = δij and for any

matrix A ∈ R(Z−1)×(Z−1), we have

E 〈Aξ, ξ〉 = E
Z−1∑
i,j=1

Aijξjξi =
Z−1∑
i,j=1

AijE(ξjξi) =
Z−1∑
i,j=1

Aijδij = Tr(A). (2.16)
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In particular, (2.9) follows. Collecting all estimates, we conclude by induction that

E ‖Xn
h‖

2
−1 + τ

n−1∑
k=0

E
〈
Xn
h , φ̃(Xn

h )
〉

0
≤ E

∥∥∥x0
h

∥∥∥2

−1
+ nτ Tr(−∆−1

h ) + nτC (2.17)

for n ∈ {0, . . . , N + 1}, which proves (2.8) for the first choice of Sn,h. In view of
(2.14), this immediately yields (2.7) and (2.8) for the second choice of Sn,h. The
relation

∣∣∣φ̃(x)
∣∣∣2 ≥ |x|2 − 1 extends these statements to the last choice of Sn,h. Using

the estimates (2.12) and (2.13) without absorbing the respective terms, taking
expectation and summing up, we obtain from (2.11)

E ‖Xn
h‖

2
−1 + 2τE

n−1∑
k=0

〈
Xk
h , φ̃(Xk

h )
〉

0

≤ E
∥∥∥x0

h

∥∥∥2

−1
+ nτ Tr(−∆−1

h ) + 2τµE
n−1∑
k=0

〈
Xk
h ,1

〉
−1

+
(4τ
h2 + τ

3

)
τE

n−1∑
k=0

∥∥∥φ̃(Xk
h )
∥∥∥2

0
+ τnτC.

Finally, using that h ≤ 1 by assumption and (2.8), (2.10) follows.

Lemma 2.5. Let τ, h > 0 and N,Z ∈ N as in Assumption 2.2, and let (Xn
h )Nn=0 be

constructed as in (2.5). Then

E max
n=0,...,N

‖Xn
h‖

2
−1 ≤ C,

where C is independent of h.

Proof. This follows as an application of the Burkholder-Davis-Gundy inequality in
the form of [30, Theorem 1] to the discrete martingales in (2.7).

Lemma 2.6. Let τ, h > 0 as in Assumption 2.2. Then, there exists a constant
C > 0 which only depends on T and x0

h, such that the discrete process in (2.5)
satisfies

E
∥∥∥Xn+1

h −Xn
h

∥∥∥2

−1
≤ C τ

h2 for all n ∈ {0, . . . , N − 1}.

Proof. We compute

E
∥∥∥Xn+1

h −Xn
h

∥∥∥2

−1
= E

∥∥∥∥τ∆hφ̃(Xn
h ) +

√
τ

h
ξnh + τµ1

∥∥∥∥2

−1

= E
∥∥∥τ∆hφ̃(Xn

h )
∥∥∥2

−1
+ τ

h
E ‖ξnh‖

2
−1 + τ2µ2 ‖1‖2−1

+ 2E
〈
τ∆hφ̃(Xn

h ) + τµ1,
√
τ

h
ξnh

〉
−1

+ 2τ2µE
〈

∆hφ̃(Xn
h ),1

〉
−1
.

(2.18)

As in the proof of Lemma 2.4, we have that

E
〈
τ∆hφ(Xn

h ) + τµ1,
√
τ

h
ξnh

〉
−1

= 0 (2.19)
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by the independence of ξnh of Fnh , where (Fnh )Nn=0 is given as in (2.6). In view of (2.9)
and Lemma B.3, one may choose C independent of h satisfying

τ

h
E ‖ξnh‖

2
−1 ≤ τC. (2.20)

Finally, using (2.12) and (2.13), we have

τ2E
∥∥∥∆hφ̃(Xn

h )
∥∥∥2

−1
+ 2τ2µE

〈
∆hφ̃(Xn

h ),1
〉
−1
≤ C τ

2

h2E
∥∥∥φ̃(Xn

h )
∥∥∥2

0
+ Cτ2,

such that we can use Lemma 2.4 and Lemma B.3 to finish (2.18) by

E
∥∥∥Xn+1

h −Xn
h

∥∥∥2

−1
≤ C τ

2

h2

N∑
k=0

E
∥∥∥φ̃(Xk

h )
∥∥∥2

0
+ τC

≤ C τ

h2

(
E
∥∥∥x0

h

∥∥∥2

−1
+ T Tr(−∆−1

h ) + C

)
≤ C τ

h2 ,

as required.

The estimates proved above in the discrete setting can be transferred to the
extensions to functions, exploiting Lemma B.5.

Corollary 2.7. Let τ, h > 0, N, Z ∈ N as in Assumption 2.2, with h small enough
for τ

h2 ≤ 1
12 to be satisfied, and let Xh be constructed as in (2.5). Then, there exists

C > 0 only depending on T (in particular, independent of h), such that

max
{
E
∫ T

0

∥∥∥Xplt,pcx
h

∥∥∥2

L2
dt, E

∫ T

0

∥∥∥Xpct-pcx
h

∥∥∥2

L2
dt, E

∫ T

0

∥∥∥Xpct+pcx
h

∥∥∥2

L2
dt,

}
≤ C,

(2.21)

E
∫ T

0

∥∥∥φ̃(Xpct-pcx
h )

∥∥∥2

L2
dt ≤ C,

(2.22)

and E ess sup
t∈[0,T ]

∥∥∥Xplt,pcx
h

∥∥∥2

H−1
≤ C.

(2.23)

Furthermore,

sup
t∈[0,T ]

E
∥∥∥Xplt,pcx

h (t)−Xpct-pcx
h (t)

∥∥∥2

H−1
, sup
t∈[0,T ]

E
∥∥∥Xplt,pcx

h (t)−Xpct+pcx
h (t)

∥∥∥2

H−1
≤ C τ

h2 .

2.2 Extraction of convergent subsequences
Definition 2.8. Let (Xn

h )Nn=0 and (ξnh )Nn=0 be defined as in (2.5). We then define
random variables Yh,Wh : Ω→ R(Z−1)(N+1) by

Yh =
(
φ̃(Xn

h )
)N
n=0

and Wh =
(
n−1∑
k=0

√
τ

h
ξkh

)N+1

n=0

.

Furthermore, we define Fh : Ω→ C([0, T ]× [0, 1]) to be the spatial antiderivative of
W plt,pcx
h , i. e.

Fh(t, x) =
∫ x

0
W plt,pcx
h (t, x′) dx′. (2.24)
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Remark 2.9. Note that Fh is continuous in time by the continuity of the piecewise lin-
ear prolongation, and absolutely continuous in space, since W plt,pcx

h (t, ·) is Lebesgue
integrable at any time t ∈ [0, T ].

Lemma 2.10. The distributions of (Fh)h>0 are tight with respect to the strong
topology τC of C([0, T ] × [0, 1]) and converge to the distribution of the Brownian
sheet (for a Definition, see [61, p. 1]) in C([0, T ]× [0, 1]).

Proof. If we had defined the spatial extension to be piecewise constant between the
lattice points, this statement would have followed immediately from [40, Theorem
7.6]. Indeed, the process considered there could be identified with Fh. In order to
transfer these results to the extension which is piecewise constant around the lattice
points, as used in the present work, we exploit the explicit connection between these
two extensions. In particular, the uniform continuity used to prove tightness carries
over from one extension to the other, and the convergence in law then follows from
the convergence of the finite-dimensional distributions of the process in [40] and the
fact that the finite-dimensional distributions of the difference of the two extensions
converge stochastically to zero.

Corollary 2.7 implies tightness of the distributions of (Xplt,pcx
h )h>0 with respect

to the weak* topology τ∗w of L∞([0, T ];H−1) by the Banach-Alaoglu theorem, and
tightness of the distributions of all processes in Corollary 2.7 with respect to the weak
topology τw of L2([0, T ];L2) by separability, reflexivity and the Eberlein-Smulian
theorem. As a consequence, we have tightness of the distributions of the family(

(Xplt,pcx
h , Xplt,pcx

h , Xpct-pcx
h , Xpct+pcx

h , Y pct-pcx
h , Fh)

)
h>0

(2.25)

with respect to the product topology of (τ∗w, τw, τw, τw, τw, τC), which is a key ingre-
dient to prove the following.

Lemma 2.11. Let (Xh)h>0, (Yh)h>0 and (Wh)h>0 be defined as in (2.5) and Def-
inition 2.8, respectively. Then, there is a probability space (Ω̃, F̃ , P̃), stochastic
processes

X̃ ∈ L2(Ω̃;L∞([0, T ];H−1)) ∩ L2(Ω̃;L2([0, T ];L2),

Ỹ ∈ L2(Ω̃;L2([0, T ];L2)),

W̃ ∈ L2(Ω̃; C([0, T ];H−1)),

where W̃ is a cylindrical Id-Wiener process in L2, a nonrelabeled subsequence h→ 0
such that for each h in this subsequence, there are random variables X̃h, Ỹh, W̃h :
Ω̃→ R(N+1)(Z−1), such that for each h in this subsequence,

L
(

(X̃h, Ỹh, W̃h)
)

= L ((Xh, Yh,Wh)) , (2.26)

L
(

(X̃plt,pcx
h , X̃plt,pcx

h , X̃pct-pcx
h , X̃pct+pcx

h , Ỹ pct-pcx
h , W̃ plt,pcx

h )
)

= L
(

(Xplt,pcx
h , Xplt,pcx

h , Xpct-pcx
h , Xpct+pcx

h , Y pct-pcx
h ,W plt,pcx

h )
) (2.27)
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with respect to the product topology of (τ∗w, τw, τw, τw, τw, τ̃C), and P̃-almost surely,
for h→ 0,

X̃plt,pcx
h

∗
⇀ X̃ in L∞([0, T ];H−1),

X̃plt,pcx
h ⇀ X̃, X̃pct-pcx

h ⇀ X̃, X̃pct+pcx
h ⇀ X̃, Ỹ pct-pcx

h ⇀ Ỹ in L2([0, T ];L2),

and W̃ plt,pcx
h → W̃ in C([0, T ];H−1).

Proof of Lemma 2.11. Since this type of result is classical in the framework of the
so-called weak convergence approach (see e. g. [46, 45, 21, 29]), we only mention the
main steps. First, one applies the Skorohod-type result by Jakubowski ([60, Theorem
2]) to the six-tuple (2.25), which uses the abovementioned tightness. Having obtained
corresponding almost surely converging processes (X̃plt,pcx

h )h>0 etc. on a different
probability space, we transfer the estimates in Corollary 2.7 to these processes and
obtain the suitable integrability of the limits by the Fatou lemma and weak(*)
lower-semicontinuity of the norms. Next, we identify the τw-limits of (X̃plt,pcx

h )h,
(X̃pct-pcx

h )h and (X̃pct+pcx
h )h using the last part of Corollary 2.7, and we identify this

limit with the τ∗w-limit of (X̃plt,pcx
h )h by embedding the respective spaces into the

common superspace L2([0, T ];H−1). Passing to the distributional spatial derivative
of (F̃h)h and its limit (F̃ ) provides (W̃ plt,pcx

h ) and W̃ , where the latter is identified
as a cylindrical Id-Wiener process in L2 by the fact that F̃ is a Brownian sheet.
Finally, one identifies the newly-constructed processes as images of the respective
extension operator, using that the projection to the respective finite-dimensional
subspace is continuous, and constructs pre-images by applying this projection.

Remark 2.12. Expected values with respect to P̃ will be denoted by Ẽ.

2.3 Identification of the limit as a solution and proof of Theorem 2.3
We now turn to show that the limit processes belong to a weak solution. As a
stochastic basis, we choose (Ω̃, F̃ , P̃) endowed with the augmented filtration (F̃t)t∈[0,T ]
of (F̃ ′t)t∈[0,T ], where

F̃ ′t := σ
(
X̃|Ω̃×[0,t], Ỹ |Ω̃×[0,t], W̃ |Ω̃×[0,t]

)
. (2.28)

As typical of the weak convergence approach, we obtain that W̃ is a Wiener
process with respect to this basis in the sense of [79, Definition 2.1.12], which is a
consequence of the independence of external increments in the discrete dynamics and
the continuity of the paths of W̃ . We continue by showing that (X̃, Ỹ , W̃ ) satisfy
equation (2.3).

Lemma 2.13. Let (X̃h, Ỹh, W̃h) be the processes from Lemma 2.11. Then,

X̃plt
h (t) = x0

h +
∫ t

0
∆hỸ

pct-
h (r) dr + W̃ plt

h (t) + µt1 (2.29)

in L2([0, T ];RZ−1), P̃-almost surely, and the limits in Lemma 2.11 satisfy

X̃(t) = x0 +
∫ t

0
∆Ỹ (r)dr + W̃ (t) + µt (2.30)

in L2([0, T ]; (L2)′), P̃-almost surely.
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Proof. Step 1: We first prove (2.29). We note that by construction of the prolonga-
tions in use here, (2.29) is equivalent to

X̃n
h = x0

h + τ
n−1∑
k=0

∆hỸ
k
h + W̃n

h + nτµ1

for all n ∈ {0, . . . , N}, P̃-almost surely, which is verified by the construction of
(Xh, Yh,Wh) in (2.5) and Definition 2.8, and by the equality of laws in (2.26).

Step 2: We need to show that P̃-almost surely, for every ζ ∈ L2([0, T ];L2),∫ T

0

〈
X̃(t), ζ(t)

〉
(L2)′×L2

dt =
∫ T

0

〈
x0 +

∫ t

0
∆Ỹ (r)dr + W̃ (t) + µt, ζ(t)

〉
(L2)′×L2

dt,

(2.31)

where 〈u, v〉(L2)′×L2 =
〈
−∆−1u, v

〉
L2 . In this step, we first show (2.31) for a test

function ζ of the type
ζ = θ(t)η, (2.32)

where η ∈ L2 and θ ∈ L∞([0, T ]). By considering (2.29) and using an approximation
ηh ∈ RZ−1 such that ηpcx

h → η in L2 for h→ 0, we obtain∫ T

0

〈
X̃plt
h (t), θ(t)ηh

〉
−1

dt =
∫ T

0

〈
x0
h +

∫ t

0
∆hỸ

pct-
h (r)dr + W̃ plt

h (t) + µt1, θ(t)ηh
〉
−1

dt

(2.33)
P̃-almost surely. Lemma 2.11 and Proposition B.6 then allow to pass to the limit
obtaining (2.31), using dominated convergence for the term including Ỹh.

Step 3: By linearity, (2.31) is also true for linear combinations of test functions
ζ of type (2.32) and thus for every polynomial. Thus, we obtain a P̃-zero set outside
of which (2.31) is satisfied for any polynomial. Using the density of polynomials in
L2([0, T ]×[0, 1]) given by the Stone-Weierstrass theorem, outside this zero set the full
statement (2.31) is satisfied by passing to the limit of approximating sequences.

Lemma 2.14. Let Ỹ and W̃ be constructed as in Lemma 2.11 and define the
continuous (L2)′-valued process

Z̃(t) := x0 +
∫ t

0
∆Ỹ (r)dt+ W̃ (t) + µt

for t ∈ [0, T ]. Then, we have

Ẽ
(

sup
t∈[0,T ]

∥∥∥Z̃(t)
∥∥∥2

H−1

)
<∞

and

Ẽ
∥∥∥Z̃(t)

∥∥∥2

H−1
+ 2 Ẽ

∫ t

0

〈
Z̃(r), Ỹ (r)

〉
L2

dr

= ‖x0‖2H−1 + t
∥∥I ′∥∥2

L2(L2,H−1) + 2 Ẽ
∫ t

0

〈
Z̃(r), µ

〉
H−1

dr,
(2.34)

where I ′ : L2 ↪→ H−1 is the canonical embedding (cf. Lemma B.3).
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Proof. By Lemma 2.13, we have that X̃ and Z̃ are in the same P̃⊗ dt-equivalence
class, and by the construction in Lemma 2.11 we know that X̃ ∈ L2(Ω̃× [0, T ];L2).
Moreover, Ỹ ∈ L2(Ω̃;L2([0, T ];L2)) and progressively measurable with respect to
(F̃t)t∈[0,T ] by construction. Thus, Itô’s formula from [79, Theorem 4.2.5] applies,
which yields both claims.

Remark 2.15. By (2.30) and the definition of Z̃ above, we have Z̃ = X̃ in L2(Ω̃×
[0, T ]; (L2)′). Furthermore, we have X̃ ∈ L2(Ω̃× [0, T ];L2), such that the injectivity
of the embedding L2 ↪→ H−1 ↪→ (L2)′, which carries over to an embedding

L2(Ω̃× [0, T ];L2) ↪→ L2(Ω̃× [0, T ]; (L2)′),

implies that Z̃ ∈ L2(Ω̃× [0, T ];L2) and Z̃ = X̃ in L2(Ω̃× [0, T ];L2).
In view of (2.4), it remains to inspect the relation of X̃ and Ỹ . To this end, we

aim to use (2.34) for Z̃ replaced by X̃. Since this is only possible dt-almost surely,
we need to use an integrated version of (2.34). The resulting double integral in the
second term leads to the following definition, which will be useful in the proof of
Lemma 2.18 below.

Definition 2.16. We define the measure µ on [0, T ] as the measure with density

[0, T ] 3 t 7→ T − t

with respect to dt, and we write [0, T ]µ for the measure space ([0, T ], µ). Let
A ⊂ L2(Ω̃× [0, T ]µ;L2)× L2(Ω̃× [0, T ]µ;L2) be a multivalued operator (which we
identify with its graph by a slight abuse of notation) defined by

(X,Y ) ∈ A if and only if Y ∈ φ(X) for almost every (ω̃, t, x) ∈ Ω̃× [0, T ]× [0, 1].
(2.35)

Remark 2.17. Similarly to the proof of Lemma A.3, we obtain that the operator A
is maximal monotone.

Lemma 2.18. Let h > 0, (X̃pct-pcx
h )h>0, (Ỹ

pct-pcx
h )h>0, X̃, Ỹ be as in Lemma 2.11.

Then

lim sup
h→0

Ẽ

∫ T

0
(T − t)

〈
X̃pct-pcx
h (t), Ỹ pct-pcx

h (t)
〉
L2

dt ≤ Ẽ
∫ T

0
(T − t)

〈
X̃(t), Ỹ (t)

〉
L2

dt.

Proof. We notice that for f ∈ L1([0, T ];R) or measurable f ≥ 0, we have by Fubini’s
(resp. Tonelli’s) theorem∫ T

0

∫ t

0
f (r)drdt =

∫ T

0

∫ T

0
1[0,t](r)f (r)drdt

=
∫ T

0
f (r)

∫ T

0
1[r,T ](t)dtdr =

∫ T

0
(T − r)f (r)dr.

(2.36)

Since, due to Lemma 2.11, (X̃pct+pcx
h )h>0 is bounded in L2(Ω̃;L2([0, T ];L2)) uni-

formly in h, and X̃pct+pcx
h ⇀ X̃ P̃-almost surely in L2([0, T ];L2), we have

X̃pct+pcx
h ⇀ X̃ in L2(Ω̃;L2([0, T ];L2))
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for h→ 0. Hence,we have by weak lower-semicontinuity of the norm that

−Ẽ
∫ T

0

∥∥∥X̃(t)
∥∥∥2

H−1
dt ≥ lim sup

h→0

(
−Ẽ

∫ T

0

∥∥∥X̃pct+pcx
h (t)

∥∥∥2

H−1
dt

)
. (2.37)

Furthermore, by the same arguments as in the proof of Proposition B.6, we obtain(
−∆−1

h x0
h)
)pcx

⇀ −∆−1x0 in L2 for h→ 0,

which allows to compute

lim
h→0

∥∥∥x0
h

∥∥∥2

−1
= lim

h→0

〈
−∆−1

h x0
h, x

0
h

〉
0

= lim
h→0

〈
(−∆−1

h x0
h)pcx, (x0

h)pcx
〉
L2

=
〈
−∆−1x0, x0

〉
L2

= ‖x0‖2H−1 .
(2.38)

For each h > 0 in the subsequence of Lemma 2.11, consider X̃h and Ỹh as constructed
in Lemma 2.11. Then, by (2.36) and Remark 1.7, we obtain

lim sup
h→0

Ẽ
∫ T

0
(T − t)

〈
X̃pct-pcx
h (t), Ỹ pct-pcx

h (t)
〉
L2

dt

= lim sup
h→0

∫ T

0
Ẽ
∫ t

0

〈
X̃pct-pcx
h (r), Ỹh(r)pct-pcx

〉
L2

dr dt

= lim sup
h→0

∫ T

0
Ẽ
∫ t

0

〈
X̃pct-
h (s), Ỹ pct-

h (s)
〉

0
ds dt. (2.39)

Writing tτ = bt/τc τ and using the definition of the left-sided piecewise constant
embedding embedding, the positive sign of

〈
X̃pct-
h , Ỹ pct-

h

〉
0
P̃⊗ dt-almost everywhere

and Lemma 2.4, we continue by

(2.39) = lim sup
h→0

∫ T

0
Ẽ

bt/τc∑
n=0

τ
〈
X̃n
h , Ỹ

n
h

〉
0
−
∫ tτ+τ

t

〈
X̃pct-
h (s), Ỹ pct-

h (s)
〉

0
ds

 dt

≤ 1
2 lim sup

h→0

(
−
∫ T

0
Ẽ
∥∥∥X̃bt/τc+1

h

∥∥∥2

−1
dt

)
+ lim
h→0

∫ T

0
Ẽ
bt/τc∑
n=0

τµ
〈
X̃n
h ,1

〉
−1

dt

+ 1
2 lim
h→0

∫ T

0

∥∥∥x0
h

∥∥∥2

−1
dt+ 1

2 lim
h→0

∫ T

0
(tτ + τ ) Tr(−∆−1

h ) dt

+ 1
2 lim
h→0

5τ
h2

(
E
∥∥∥x0

h

∥∥∥2

−1
+ T Tr(−∆−1

h ) + C

)
.

(2.40)

For the second term on the right hand side, we compute

lim
h→0

∫ T

0
Ẽ
bt/τc∑
n=0

τµ
〈
X̃n
h ,1

〉
−1

dt = lim
h→0

∫ T

0
µ Ẽ

〈bt/τc∑
n=0

τX̃n
h ,1

〉
−1

dt

= lim
h→0

∫ T

0
µ Ẽ

∫ T

0

〈
X̃pct-
h (s),11[0,tτ+τ ](s)

〉
−1

ds dt.

We first show that the expected value converges dt-almost everywhere. To this end,
note that for h→ 0

(11[0,tτ+τ ])pcx → 1[0,t] in L2([0, T ];L2)
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and
X̃pct-pcx
h ⇀ X̃ in L2([0, T ];L2) P̃-almost surely

by Lemma 2.11. Hence, Proposition B.6 yields∫ T

0

〈
X̃pct-
h (s),11[0,tτ+τ ](s)

〉
−1

ds→
∫ T

0

〈
X̃(s),1[0,t](s)

〉
H−1

ds

P̃-almost surely. Furthermore,

Ẽ
∣∣∣∣∣
∫ T

0

〈
X̃pct-
h (s),11[0,tτ+τ ](s)

〉
−1

ds

∣∣∣∣∣
2

≤ Ẽ
∫ T

0

∥∥∥X̃pct-
h (s)

∥∥∥2

−1
‖1‖2−1 ds

≤ CẼ
∫ T

0

∥∥∥X̃pct-pcx
h (s)

∥∥∥2

H−1
ds

≤ CẼ
∫ T

0

∥∥∥X̃pct-pcx
h (s)

∥∥∥2

L2
ds ≤ C,

(2.41)

where the last step is due to Corollary 2.7. Hence, for h→ 0,

Ẽ
∫ T

0

〈
X̃pct-
h (s),11[0,tτ+τ ](s)

〉
−1

ds→ Ẽ
∫ T

0

〈
X̃(s),1[0,t](s)

〉
H−1

ds

dt-almost everywhere. The calculation (2.41) also justifies using the dominated
convergence theorem for the outer integral. Using these considerations, the definition
of the right-sided piecewise constant embedding, (2.38), Lemma B.3 and Lemma
B.5, we obtain

(2.40) = 1
2 lim sup

h→0

(
−
∫ T

0
Ẽ
∥∥∥X̃pct+

h (t)
∥∥∥2

−1
dt

)
+
∫ T

0
E
∫ t

0

〈
X̃(s), µ

〉
H−1

ds dt

+ 1
2

∫ T

0
‖x0‖2H−1 dt+ 1

2

∫ T

0
t
∥∥I ′∥∥2

L2(L2,H−1) dt

≤ lim sup
h→0

(
−
∫ T

0
Ẽ
∥∥∥X̃pct+pcx

h (t)
∥∥∥2

H−1
dt

)
+
∫ T

0
E
∫ t

0

〈
X̃(s), µ

〉
H−1

ds dt

+ 1
2

∫ T

0
‖x0‖2H−1 dt+ 1

2

∫ T

0
t
∥∥I ′∥∥2

L2(L2,H−1) dt.

(2.42)

Using (2.37), Lemma 2.14, Remark 2.15 and the integrability from Lemma 2.11, we
obtain

(2.42) ≤ −1
2

∫ T

0
Ẽ
∥∥∥X̃(t)

∥∥∥2

H−1
dt+

∫ T

0
E
∫ t

0

〈
X̃(s), µ

〉
H−1

ds dt

+ 1
2

∫ T

0
‖x0‖2H−1 dt+ 1

2

∫ T

0
t
∥∥I ′∥∥2

L2(L2,H−1) dt

=
∫ T

0
Ẽ
∫ t

0

〈
X̃(s), Ỹ (r)

〉
L2

ds dt = Ẽ
∫ T

0
(T − t)

〈
X̃(t), Ỹ (t)

〉
L2

dt,

which finishes the proof.
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Proof of Theorem 2.3. By Lemma 2.11, we have that a (nonrelabeled) subsequence of(
X̃plt,pcx
h

)
h>0

converges to X̃ weakly in L2([0, T ];L2) and weakly* in L∞([0, T ];H−1),
P̃-almost surely, which implies by the Slutsky theorem (cf. [62, Theorem 13.18]) that

L
(
X̃plt,pcx
h

)
→ L(X̃)

with respect to the weak topology in L2([0, T ];L2) and the weak* topology in
L∞([0, T ];H−1). Since we also have by Lemma 2.11 that L

(
X̃plt,pcx
h

)
= L

(
Xplt,pcx
h

)
in both spaces, these convergence results transfer to L

(
Xplt,pcx
h

)
.

We next show that
(

(Ω̃, F̃ , (F̃t)t∈[0,T ], P̃), X̃, W̃
)
as constructed in Lemma 2.11

and (2.28), is a weak solution to (2.2) in the sense of Definition 2.1 belonging to
the process Ỹ given in Lemma 2.11. Considering the definition of the filtration
(F̃t)t∈[0,T ], progressive measurability of X̃ and Ỹ is clear by construction, and W̃
is a cylindrical Id-Wiener process in L2 with respect to (F̃t)t∈[0,T ]. Equality (2.3)
is proved in Lemma 2.13. Hence, it only remains to show (2.4), or, equivalently,
(X̃, Ỹ ) ∈ A, which, according to [4, Corollary 2.4], can be done by proving(

X̃pct-pcx
h , Ỹ pct-pcx

h

)
∈ A for all h ∈ (0, 1], (2.43){

X̃pct-pcx
h ⇀ X̃ in L2(Ω̃× [0, T ]µ;L2),

Ỹ pct-pcx
h ⇀ Ỹ in L2(Ω̃× [0, T ]µ;L2),

(2.44)

and lim sup
h→0

Ẽ
∫ T

0
(T − t)

〈
X̃pct-pcx
h , Ỹ pct-pcx

h

〉
L2

dt ≤ Ẽ
∫ T

0
(T − t)

〈
X̃, Ỹ

〉
L2

dt.

(2.45)

Ad (2.43): We notice that by Lemma 2.11 and Definition 2.8, we have P̃-almost
surely

Ỹh = φ̃(X̃h),

and hence
Ỹ pct-pcx
h = φ̃

(
X̃pct-pcx
h

)
∈ φ

(
X̃pct-pcx
h

)
(2.46)

P̃-almost surely in L2([0, T ];L2). By [39, Korollar V.1.6], this implies that (2.46) is
satisfied for almost every (ω, t, x) ∈ Ω̃× [0, T ]× [0, 1], which is equivalent to 2.43.

Ad (2.44): By Lemma 2.11, we have

X̃pct-pcx
h ⇀ X̃ and Ỹ pct-pcx

h ⇀ Ỹ in L2(Ω̃;L2([0, T ];L2)) (2.47)

for h→ 0. Furthermore, for ζ ∈ L2(Ω̃× [0, T ]µ;L2), we note that

Ẽ
∫ T

0
‖(T − t)ζ‖2L2 dt ≤ T Ẽ

∫ T

0
(T − t) ‖ζ‖2L2 dt = T ‖ζ‖2L2(Ω̃×[0,T ]µ;L2) ,

which yields that (T − t)ζ ∈ L2(Ω̃× [0, T ];L2). Thus, for h→ 0, we have

Ẽ
∫ T

0

〈
X̃pct-pcx
h (t), ζ(t)

〉
L2
µ(dt) = Ẽ

∫ T

0

〈
X̃pct-pcx
h (t), (T − t)ζ(t)

〉
L2

dt

→ Ẽ
∫ T

0

〈
X̃(t), (T − t)ζ(t)

〉
L2

dt = Ẽ
∫ T

0

〈
X̃(t), ζ(t)

〉
L2
µ(dt),
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as required. For Ỹ , an analogous calculation applies.
Ad (2.45): This is proved in Lemma 2.18.
The same course of arguments also applies to any subsequence of (hm)m∈N, which

means that each subsequence of (Xplt,pcx
h )h>0 contains a subsubsequence converging

in law to a weak solution of (2.2). Since every weak solution to (2.2) is distributed
according to the same law by Theorem A.1, each of these subsubsequences converges
in law to the same limit, which implies convergence in law of the whole sequence.
This completes the proof.

3 Continuum limit for the deterministic BTW model

Towards the second main result, we still use Assumption 2.2. For each m ∈ N, we
then define (unhm)n∈{0,...,Nm+1} ⊂ RZm−1 iteratively by

un+1
hm

= unhm + τm∆hm φ̃1(unhm) for n = 0, . . . , Nm,

u0
hm = u∗hm ,

(3.1)

where (u∗hm)m∈N ⊂ RZm−1 such that (u∗hm)pcx → u0 in L2 for m → ∞ for some
u0 ∈ L2. The process in (3.1) then is the deterministic part of the one-dimensional
version of the BTW model as introduced above. Its scaling limit candidate is the
singular-degenerate partial differential equation

∂tu(t) ∈ ∆(φ1(u(t)),

u(0) = u0,
(3.2)

on a bounded interval (0, 1) ⊂ R with zero Dirichlet boundary conditions, where
φ1 : R→ 2R is the maximal monotone extension of φ̃1 (see (1.3)). Furthermore, let

ψ : R→ [0,∞), ψ(x) =
∫ x

0
φ̃1(y)dy = 1R\[−1,1](x)(|x| − 1), (3.3)

and ϕ : H−1 → [0,∞),

ϕ(u) =
{
‖ψ(u)‖TV , if u ∈M∩H−1,

+∞, else,
(3.4)

where the precise definition of the convex functional of a measure is given in [70].
We then define the following notion of solution, which is a special case of a stochastic
variational inequality (SVI) solution (cf. [70] for a more detailed analysis). In the
spirit of Clément [26], we will refer to this as an EVI (evolution variational inequality)
solution.

Definition 3.1 (EVI solution). Let u0 ∈ H−1, T > 0. We say that u ∈ C([0, T ];H−1)
is an EVI solution to (3.2) if the following conditions are satisfied:

(i) (Regularity)
ϕ(X) ∈ L1([0, T ]).
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(ii) (Variational inequality) For each G ∈ L2([0, T ];H−1), and Z ∈ L2([0, T ];L2)∩
C([0, T ];H−1) solving the equation

Z(t)− Z(0) =
∫ t

0
G(s) ds for all t ∈ [0, T ],

we have

‖u(t)− Z(t)‖2H−1 + 2
∫ t

0
ϕ(u(r))dr

≤ ‖u0 − Z(0)‖2H−1 + 2
∫ t

0
ϕ(Z(r))dr

− 2
∫ t

0
〈G(r), u(r)− Z(r)〉H−1 dr,

(3.5)

for almost all t ∈ [0, T ].
Remark 3.2. The existence and uniqueness of solutions to (3.2) in this sense is shown
in [70] with noise coefficient chosen to be zero. Furthermore, note that the previous
definition contains a slight abuse of notation. In closer analogy to [26], a solution in
this sense would be called an integral solution to the EVI (3.2).

Then, we have the following result, which will be proved at the end of Section 3.
Theorem 3.3. Recall the notation from Section 1.2 and let Assumption 2.2 be
satisfied. Then, the process uplt,pcx

hm
obtained from (3.1) converges weakly* to the EVI

solution of (3.2) in L∞([0, T ];H−1) for m→∞.

3.1 A priori estimates and transfer to extensions
As in the previous section, we keep the convention of dropping the index m of the
discretization sequences

(hm)m∈N, (Zm)m∈N, (τm)m∈N, (Nm)m∈N,

writing instead (h)h>0 etc. Moreover, convergence of sequences and usually nonrela-
beled subsequences indexed by hm for m→∞ will be denoted by h→ 0. Finally,
we will drop the index in φ1, hence φ̃ denotes the BTW nonlinearity given in (1.3)
and φ its maximal monotone extension.

In oder to obtain convergent subsequences by compactness arguments, we use a
very similar strategy as in Section 2.1. Hence, we will often refer to the proofs of
the corresponding lemmas.
Lemma 3.4. Let τ, h > 0 and Z,N ∈ N as in Assumption 2.2, where we choose h
small enough for τ

h2 ≤ 1
4 to be satisfied. Let (uh)h≥0 be the discrete process defined

in (3.1). Then,
max

n∈{0,...,N+1}
‖unh‖

2
−1 ≤ ‖u

∗
h‖

2
−1 .

The proof of Lemma 3.4 is conducted by the same arguments as the proof of
Lemma 2.4, using 〈

x, φ̃(x)
〉

0
≥
∥∥∥φ̃(x)

∥∥∥2

0
for x ∈ RZ−1

instead of (2.14).
We have the following stronger version of Lemma 2.6 due to the boundedness of

the BTW nonlinearity.
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Lemma 3.5. Let τ, h > 0 as in Assumption 2.2. Then, the discrete process in (3.1)
satisfies ∥∥∥un+1

h − unh
∥∥∥2

−1
≤ 4τ

2

h2 for all n ∈ {0, . . . , N − 1}.

Proof. Using Lemma B.1, we compute for n ∈ {0, . . . , N − 1}

∥∥∥un+1
h − unh

∥∥∥2

−1
=
∥∥∥τ∆hφ̃(Xn

h )
∥∥∥2

−1
≤ τ2 ‖−∆h‖E

∥∥∥φ̃(Xn
h )
∥∥∥2

0
≤ 4τ

2

h2 ,

using the boundedness of φ̃ in the last step.

Again, the previous estimates can be transfered to the continuous setting by
Lemma B.5.

Corollary 3.6. Let τ, h > 0 and Z,N ∈ N as in Assumption 2.2, where we choose
h small enough for τ

h2 ≤ 1
4 to be satisfied. Let (uh)h≥0 be the discrete process defined

in (3.1). Then, there exists a positive constant C independent of h, such that

max
{

ess sup
t∈[0,T ]

∥∥∥uplt,pcx
h (t)

∥∥∥2

H−1
, ess sup
t∈[0,T ]

∥∥∥upct-pcx
h (t)

∥∥∥2

H−1

}
≤ ‖u∗h‖−1 ≤ C (3.6)

for h > 0. Moreover,

ess sup
t∈[0,T ]

∥∥∥uplt,pcx
h (t)− upct-pcx

h (t)
∥∥∥2

H−1
≤ C τ

2

h2 (3.7)

for h > 0.

3.2 Extraction of convergent subsequences

Lemma 3.7. Let τ, h > 0 and Z,N ∈ N as in Assumption 2.2, and let (uh)h≥0 be
the discrete process defined in (3.1). Then, there exists u ∈ L∞([0, T ];H−1) and a
nonrelabeled subsequence such that

uplt,pcx
h

∗
⇀ u and upct-pcx

h
∗
⇀ u

for h→ 0.

Proof. The existence of u ∈ H−1 and a nonrelabeled subsequence such that uplt,pcx
h

∗
⇀

u for h→ 0 follows by the Banach-Alaoglu theorem and the fact that convergence
with respect to the weak* topology on the dual of a normed space is equivalent
to weak* convergence (cf. [47, Proposition A.51]). From this subsequence, the
same argument allows to extract another subsequence such that upct-pcx

h
∗
⇀ ũ for

some ũ ∈ L∞([0, T ];H−1). Using (3.7), one shows that u = ũ, which finishes the
proof.
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3.3 Identification of the limit as a solution and proof of Theorem 3.3
Definition 3.8. Let h > 0 and Z ∈ N as in Assumption 2.2. We then define the
functional ϕh : RZ−1 → [0,∞) by

ϕh(wh) =
Z−1∑
i=1

hψ(wh,i),

where ∂ψ = φ as defined in (3.3).

Remark 3.9. We note that ϕh(wh) = ϕ(wpcx
h ), where ϕ is defined as in (3.4). Fur-

thermore, using that φ̃ ∈ ∂ψ, one can verify that

−∆hφ̃(wh) ∈ ∂−1ϕh(wh), (3.8)

where ∂−1 denotes the subdifferential with respect to the inner product 〈·, ·〉−1.

Lemma 3.10. Let h > 0 and Z ∈ N as in Assumption 2.2. Let vh ∈ C([0, T ];RZ−1)
be almost everywhere differentiable, ∂tvh ∈ L2([0, T ];RZ−1) and uh be defined as in
(3.1). For all t ∈ [0, T ], we then have∥∥∥vh(t)− uplt

h (t)
∥∥∥2

−1
≤‖vh(0)− u∗h‖

2
−1 + 2

∫ t

0
ϕh(vh(r))dr − 2

∫ t

0
ϕh(upct-

h (r))dr

+ 2
∫ t

0

〈
vh(r)− uplt

h (r), ∂tvh(r)
〉
−1

dr

+ 2
∫ t

0

〈
upct-
h (r)− uplt

h (r),−∆hφ̃(upct-
h (r))

〉
−1

dr.

(3.9)

Proof. This follows by the construction of uh, the chain rule and (3.8).

Proposition 3.11. Let

v ∈W 1,2(0, T ;L2, H−1) :=
{
v ∈ L2([0, T ];L2)|∂tv ∈ L2([0, T ];H−1)

}
,

and u ∈ L∞([0, T ];H−1) be the limit process of (uh)h>0 as in Lemma 3.7. Then

‖v(t)− u(t)‖2H−1 + 2
∫ t

0
ϕ(u(r))dr ≤‖v(0)− u(0)‖2H−1 + 2

∫ t

0
ϕ(v(r))dr

+ 2
∫ t

0
〈v(r)− u(r), ∂tv(r)〉H−1 dr

(3.10)

for almost all t ∈ [0, T ].

Proof. Step 1: We first show the statement for v ∈ C1([0, T ];L2). Let Assumption 2.2
be satisfied. To show (3.10), we aim to pass to the limit in (3.9) for a subsequence h→
0 realizing the convergence in Lemma 3.7, using a sequence (vh)h>0 ⊂ C([0, T ];RZ−1)
such that for all h > 0, vh is differentialble in time almost everywhere and

vpcx
h → v and (∂tvh)pcx → ∂tv in L2([0, T ];L2). (3.11)

Such a sequence can be constructed by using the density of C0
c ([0, T ] × [0, 1]) in

L2([0, T ];L2) and the fact that each compact set in [0, 1] is included in supp(Spcx
h )
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for h small enough. Note that Lemma 3.10 applies to vh, since (3.11) implies that
(∂tvh)pcx is bounded in L2([0, T ];L2) and hence∫ T

0
‖∂tvh‖20 dt =

∫ T

0
‖(∂tvh)pcx‖2L2 dt <∞

by the isometry in Remark 1.7. Then, integrating (3.9) against γ ∈ L∞([0, T ]) yields∫ T

0
γ(t)

∥∥∥vh(t)− uplt
h (t)

∥∥∥2

−1
dt+ 2

∫ T

0
γ(t)

∫ t

0
ϕh(upct-

h (r)) dr dt

≤
∫ T

0
γ(t) ‖vh(0)− u∗h‖

2
−1 dt+ 2

∫ T

0
γ(t)

∫ t

0
ϕh(vh(r)) dr dt

+ 2
∫ T

0
γ(t)

∫ t

0

〈
vh(r)− uplt

h (r), ∂tvh(r)
〉
−1

dr dt

+ 2
∫ T

0
γ(t)

∫ t

0

〈
upct-
h (r)− uplt

h (r),−∆hφ(upct-
h (r))

〉
−1

dr dt.

(3.12)

We treat each term in (3.12) separately. For the first term, we use the lower-
semicontinuity of the norm, the convergence from Lemma 3.7 and the construction
of vh. For the second term, we use the lower-semicontinuity of ϕ, as proven in [70,
Proposition 3.1], in a weighted space arising from Fubini’s theorem similar to (2.36).
The third term can be treated as in (2.38). For the fourth term, we exploit that v
and vh are L1 functions, which allows to use the formula

ϕ(v) =
∫ 1

0
ψ(v(x)) dx.

The Lipschitz continuity of ψ then allows to pass to the limit. The fifth term can be
treated by the dominated convergence theorem in the outer integral and Proposition
B.6 for the inner integral.

In order to treat the last term, we use Estimate (B.1), Lemma 3.5 and the
boundedness of φ̃ to obtain∣∣∣∣∣

∫ T

0
γ(t)

∫ t

0

〈
upct-
h (r)− uplt

h (r),−∆hφ̃(upct-
h (r))

〉
−1

dr dt

∣∣∣∣∣
≤
∫ T

0
γ(t) dt sup

t∈[0,T ]

∥∥∥uplt
h (t)− upct-

h (t)
∥∥∥
−1

∫ T

0

∥∥∥−∆hφ̃(upct-
h (r))

∥∥∥
−1

dr

≤
∫ T

0
γ(t) dt 2τ

h

∫ T

0

2
h

∥∥∥φ̃(upct-
h (r))

∥∥∥
0

dr ≤
∫ T

0
γ(t) dt 4T τ

h2 → 0

(3.13)

for h→ 0. Hence, taking lim infh→0 in (3.12), we obtain∫ T

0
γ(t) ‖v(t)− u(t)‖H−1 dt+ 2

∫ T

0
γ(t)

∫ t

0
ϕ(u(r)) dr dt

≤
∫ T

0
γ(t) ‖v(0)− u(0)‖H−1 dt+ 2

∫ T

0
γ(t)

∫ t

0
ϕ(v(r)) dr dt

+ 2
∫ T

0
γ(t)

∫ t

0
〈v(r)− u(r), ∂tv(r)〉H−1 dr dt,

(3.14)
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and since γ ∈ L∞([0, T ]), γ ≥ 0, was chosen arbitrarily, (3.10) follows for v ∈
C1([0, T ];L2).

Step 2: In order to extend the statement to Sobolev functions v, recall that
C1([0, T ];L2) is dense in W 1,2(0, T ;L2, H−1) with respect to the norm

‖u‖2W 1,2(0,T ;L2,H−1) = ‖u‖2L2([0,T ];L2) + ‖∂tu‖2L2([0,T ];H−1)

according to [65, Theorem 2.1], and that the embedding

W 1,2(0, T ;L2, H−1) ↪→ C([0, T ];H−1)

is continuous by [65, Theorem 3.1]. Thus, we obtain the full statement by an
approximaion agument.

Proof of Theorem 3.3. For each sequence (hm)m∈N satisfying Assumption 2.2, Lemma
3.7 provides a subsequence denoted by h→ 0 and u ∈ L∞([0, T ];H−1), such that
uh

∗
⇀ u in L∞([0, T ];H−1) for h→ 0. Proposition 3.11 then implies that u satisfies

the variational inequality in Definition 3.1. Revisiting the uniqueness argument in
[70], we see that the continuity of the solution is not needed by using an almost-
everywhere version of Gronwall’s inequality (see e. g. [84, Theorem 1.1]), such that
u can be identified as a dt version of the EVI solution to (3.2). By a standard
contradiction argument, we obtain that the whole sequence (uhm)m∈N converges to
this solution, which finishes the proof.

4 Numerical experiments

In this section we perform numerical simulations to illustrate the features of the two
discrete (stochastic) models (1.5) in one and two spatial dimensions, as well as the
convergence to the limiting SPDEs. We strive here for simulations going beyond
the setting of the results proven in the previous sections, by (a) estimating a rate
of convergence, (b) investigating the convergence under more general assumptions,
for example by relaxing the strong CFL condition, and (c) by considering higher
spatial dimension. In addition, we verify the validity of the fundamental power law
scaling of avalanche sizes (see, e. g. [3]) for the weakly driven BTW/Zhang model
(1.5) considered in this work.

More precisely, recall that in the proof of the convergence of the discrete Zhang
dynamics to the solutions of the corresponding SPDE, the strong CFL condition (1.7)
was assumed in the sense that τ = o(h2). In this section, we relax this assumption by
choosing τ = h2 in all simulations below, and still empirically observe convergence
(with rates).

For a given mesh size h > 0 (note τ = h2) throughout this section, we let
Xn
h ≡ Xn,·

h be the discrete solution at time n (cf. (1.6), (2.5)), and in order to
simplify the presentation, with a slight abuse of notation, we interpret the numerical
solution as a grid function writing Xn

h (zj) = Xn,j
h for zj = jh, whenever the meaning

becomes clear from the context.
The simulations below are performed for a slightly more general discrete model

than (2.5), by introducing the free parameters D and σ in front of the diffusion
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∆h and the noise in (2.5) respectively. More precisely, for h = 1
M , τ = h2, we set

N = T/τ , X0
h = x0

h and compute

Xn
h = Xn−1

h + τD∆hφ̃
(
Xn−1
h

)
+ τµ+ σ

√
τ

h
ξnh , for n = 1, . . . , N, (4.1)

with zero boundary conditions Xn,0
h = Xn,M

h = 0, for all n > 0. In what follows, we
consider both the case φ̃ = φ̃1 (BTW model) and the case φ̃ = φ̃2 (Zhang model).

The random variables ξnh = (ξn,jh )Mj=1 in (4.1) are chosen to be either i. i. d.
N (0, 1)-distributed or i. i. d. Bernoulli distributed with values {−1, 1} attained with
equal probability 1

2 . Since, in most simulations below, the choice of the noise had
only minor effect on the results, we only mention the concrete choice of the noise
where relevant.

The discrete model (4.1) can be regarded as an approximation of the SPDE

dX(t) = D∆φ̃(X(t)) + µdt+ σdW (t), (4.2)
X(0) = x0.

4.1 Rate of convergence
In this section, we present numerical simulations for the rate of convergence of the
discrete approximation (4.1) to the stochastic Zhang and the stochastic BTW PDE
with space-time white noise, that is, (4.2) in spatial dimension d = 1. Since we use
τ = h2, the experimental results go beyond the strong CFL condition (1.7).

For the following numerical simulations, we consider the initial data

x0(z) =
{

1 for z ∈ [0.2, 0.4] ∪ [0.6, 0.8] ,

0 otherwise,

and choose the remaining parameters in (4.1) as K = 1, D = 0.01, µ = 0.1; the
choice of σ will be specified below.

We measure the pathwise convergence of the error in the (discrete) H−1 and L2

norms as defined below, evaluated at the final time T = 0.1. Since no explicit solution
is known in the stochastic setting, we examine the error with respect to a reference
solution which is computed on a fine mesh with mesh size h̃ = 1/M̃ for M̃ = 12800
(and τ̃ = h̃2). To construct realizations of the noise consistently for all discretization
levels we consider realizations of the random variable ξh̃ = {ξn,j

h̃
}M̃−1,M̃2

j,n=1 on the fine
space-time grid. The noise on the coarser levels is constructed as follows. The random
variables ξh̃ on the fine grid can be interpreted as (unscaled) Wiener increments of a
discrete (piecewise constant in time and space over the fine space-time partition with
steps-sizes h̃, τ̃) space-time Brownian sheet

∫ t̃n
0
∫ z̃j
0 dW̃h̃(s, x) =

∑n
k=1

∑j
`=1

√
τ̃ h̃ξk,`

h̃
,

cf. (2.24). Hence, on the coarse grid with h = 1/M = L/M̃ , L ≥ 1 we construct the
increments of the space-time white noise as√

τ

h
ξn,jh := 1

h

L2n∑
k=L2(n−1)+1

Lj∑
`=L(j−1)+1

√
τ̃ h̃ξk,`

h̃
:= 1

h

∫ tn

tn−1

∫ zj

zj−1
dW̃h̃(s, x). (4.3)

We observe that E
√

τ
hξ

n,j
h = 0 and E

(√
τ
hξ

n,j
h

)2
= τ

h .
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For a mesh with mesh size h we let Xh be the piecewise linear interpolant of the
corresponding numerical solution. For two numerical solutions Xh̃, Xh, computed
over partitions with mesh sizes h̃, h > h̃, the error in the L2 norm is evaluated as
‖Xh̃ − Xh‖2L2 := h̃

∑M̃
j=0 (Xh̃(zj) − Xh(zj))2, zj = jh̃. The experimental order of

convergence is computed as ‖Xh̃ −Xh‖2−h̃, where ‖Xh‖−h̃ ≡ ‖∇(−∆h̃)−1Xh‖L2 is
a discrete approximation of the H−1 norm ‖Xh‖−1 = ‖∇(−∆)−1Xh‖L2 . Here, ∆h̃

denotes the finite difference Laplacian (1.11) with h = h̃, and, with a slight abuse of
notation, the discrete inverse Laplacian Zh̃ = (−∆h̃)−1Xh is defined as the solution
of

−∆h̃Zh̃(zj) = Xh(zj) zj = jh̃, j = 1, . . . , M̃ − 1,

with homogeneous Dirichlet boundary conditions Zh̃(z0) = Zh̃(zM̃ ) = 0.
We simulate the discrete system (4.1) for a sequence of nested meshes with

h = 1/M , M = 100, 400, 1600, 3200, 6400 over the time interval [0, T ] with T = 0.1.
In Figure 1 we display the order of convergence in the discrete H−1- and L2 norms
at the final time for the stochastic Zhang- and BTW model with Bernoulli noise
with intensity σ = 0.03. The error is computed pathwise and averaged over 100
different realizations of the noise ξh̃(ωk), k = 1, . . . , 100, that is, E‖XM̃2

h̃
−XM2

h ‖−h̃ ≈
1

100
∑100
k=1 ‖XM̃2

h̃
(ωk)−XM2

h (ωk)‖−h̃ and analogically for the L2 norm. The conver-
gence plots for the Zhang and the BTW models are graphically indistinguishable.
We observe a linear convergence rate w.r.t. the mesh size h in the H−1 norm. In
the L2 norm there is no observable convergence rate for coarse mesh sizes, while for
small mesh sizes the convergence rate approaches the order 1/4.
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Figure 1: Experimental convergence of the error in the H−1 norm for M =
100, 400, 1600, 3200, 6400 at time T = 0.1 for the Zhang and BTW model with
σ = 0.03 (left) and the corresponding error measured in the L2 norm (right).

This improved convergence behavior for smaller mesh size can be explained by
an interplay of the noise intensity with the dissipative effect of the diffusion: Since
the variance of the noise scales with 1

h , the smaller the mesh size, the larger the
fluctuations of the noise. Since the diffusion is active only on supercritical sites
(|Xh| > K) and absent on subcritical sites (|Xh| < K), the regularizing effect of
the diffusion becomes more pronounced when the values of the solutions are driven
towards larger values by an exploding variance of the noise.

This intuitive explanation suggests that an increase of the noise intensity σ
should lead to an improved convergence behavior in the L2 norm. This motivates
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the following simulations: In Figure 2 we display the order of convergence for stronger
noise σ = 0.17, the results are again averaged over 100 realizations of the noise. We
observe a linear convergence rate in the H−1 norm and a convergence rate of order
1/4 in the L2 norm.
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Figure 2: Experimental convergence of the error in the H−1 norm for M =
100, 400, 1600, 3200, 6400 at time T = 0.1 for the Zhang and BTW model with
σ = 0.17 (left) and the corresponding error measured in the L2 norm (right).

In particular, the convergence of the L2 norm improves over the one observed for
σ = 0.03, in the sense that the rate of convergence becomes visible also at coarser
mesh sizes. This improved behavior is consistent with the above explanation of the
improved convergence for smaller mesh sizes.

The numerical solution averaged over 100 realizations of the noise at the final
time T = 0.1, with M = 100, 400, 1600, 3200, 6400, 12800 and σ = 0.03, is displayed
in Figure 3. The solutions of the Zhang and BTW models are graphically indistin-
guishable. The numerical solutions averaged over 100 realizations of the noise at
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Figure 3: Numerical solution Xh of the Zhang model (left) and the BTW model
(right) at time T = 0.1 for σ = 0.03 averaged over 100 realizations of the noise.

the final time T = 0.1, with M = 100, 400, 1600, 3200, 6400, 12800 and the stronger
noise σ = 0.17, is displayed in Figure 4. The simulations of the Zhang and BTW
models are similar but there are noticeable differences in the regions where Xh ≈ K
due to the different effects of the respective nonlinearities.

Numerical solutions of the Zhang model for a single realization of the noise for
σ = 0.03, 0.17 are displayed in Figure 5. Again, we observe the improved ”smoothing”
effect for stronger noise intensity σ = 0.17.
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Figure 4: Numerical solution Xh of the Zhang model (left) and the BTW model
(right) at time T = 0.1 for σ = 0.17 averaged over 100 realizations of the noise.
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Figure 5: Single realization of the numerical solution Xh of the Zhang model for
σ = 0.03 (left) and σ = 0.17 (right) at time T = 0.1 for different mesh size.
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4.2 Power law scaling

A fundamental property of the original BTW model is the observation of power law
scalings without explicit tuning of parameters to critical values, see [3]. In particular,
it is observed that the size/duration of avalanches shows a power law scaling. In
this section, we investigate the validity of such power law scalings for the weakly
driven BTW/Zhang model (1.5) and their dependency on the grid size.

More precisely, we consider the discrete model (4.1) in spatial dimension d = 2
and, if not mentioned otherwise, we set K = 10, D = 0.25 and µ = 10−4, σ = 0.01.
The spatial domain is taken to be a unit square, that is covered by a uniform grid
zi,j = (ih, jh) with mesh size h = 1/M . The discrete two-dimensional Laplace
operator is defined as

∆hX(zi,j) = 1
h2

(
− 4X(zi,j) +X(zi−1,j) +X(zi+1,j) +X(zi,j−1) +X(zi,j+1)

)
.

In all simulations below, the initial condition is chosen randomly and subcritical,
that is, maxj |X0

h(zj)| ≤ K. This is realized by sampling a random initial condition
and subsequently simulating only the deterministic dynamics without forcing until
a subcritical state is attained. This state is then taken as the initial condition for
the subsequent simulations.

The duration and size of avalanches is defined as follows: Starting from a
“subcritical” point in time n0 ≥ 0, that is, n0 such that all sites are subcritical
in the sense that maxj |Xn0

h (zj)| ≤ K, we say that an avalanche occurs at time
point n∗ > n0 if maxj |Xn

h (zj)| ≤ K for n0 ≤ n < n∗ and maxj |Xn∗
h (zj)| > K. The

duration of this avalanche is then defined as the number of time-steps until the
numerical solution reaches a subcritical level again, that is, until maxj |Xn∗

h (zj)| ≤ K
is reached for some n∗ > n∗. The avalanche size is defined as #{zj : |Xn

h (zj)| >
K for some n ∈ [n∗, n∗]}.

Note that in dimension d = 2 the existence and regularity of solutions of the
SPDE (4.2), as well as the convergence of the numerical approximation (4.1) are
open problems. Nevertheless, the numerical results reported in this section reveal
power-law characteristics which appear to be preserved for decreasing mesh size.

Figure 6 displays log-scale plots of avalanche sizes and durations depending on
different values of the parameters. We observe that, up to a certain threshold, the
values of µ have a negligible effect on the statistics of the avalanches. Furthermore,
we observe that the noise intensity σ mainly influences the lower range of the size
and duration of the avalanches, i. e. larger noise variance increases the frequency of
smaller avalanches.

Next, we examine the dependence of the avalanche statistics on the mesh size.
In Figure 7 we display the log-scale plot of the avalanche size and duration for
M = 15, 30, 60. We observe that the power-law distributions for decreasing mesh
size exhibit a similar shape.

We compare the scaling for the BTW model and the Zhang model in Figure 8.
The scaling appears to be qualitatively similar with the difference that the frequency
of smaller avalanches is higher in the BTW model.
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Figure 6: Log-scale plot of the frequency of avalanche sizes (left) and the duration
of the avalanches (right).
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Figure 7: Log-scale plot of the the frequency of avalanche sizes (left) and the duration
of the avalanches (right) for M = 15, 30, 60.
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Figure 8: Log-scale plot of the the frequency of avalanche sizes (left) and the duration
of the avalanches (right): comparison of BTW and Zhang models for M = 15, 30, 60.
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4.3 Scaling with totally asymmetric noise
The original BTW model introduced in [3] enforces a strict separation of time scales
between the random forcing of the system and its relaxation into subcritical states
by diffusion. This is realized by stopping the forcing during an avalanche until a
subcritical state is reached. In addition, in [3] the noise is totally asymmetric, in
the sense that energy is only added. In contrast, in the discrete model (4.1) both
dynamics are active simultaneously, and energy is randomly added or subtracted,
with positive average. The relative speed of driving by random forcing and diffusion
can be steered by varying their relative intensities D,µ, σ.

In this section, we compare the power-law scaling of the discrete model in two
spatial dimensions with weakly asymmetric noise (i.e., noise also taking negative
values) to the same model with a totally asymmetric noise instead (i.e., noise which
only takes positive values). We consider the same parameters as in the previous
section except for µ = 0, σ = 10−3 and the random variables (ξn,jh ) are chosen to have
an i.i.d. Bernoulli distribution with values {0, 1} achieved with equal probability 1

2 .
In view of [3], we compare the avalanche statistics of simulations with strict

scale separation to those with simultaneous forcing. In the first regime, the random
forcing is switched off during an avalanche until the system reaches a subcritical
state, while in the latter regime, the forcing remains active during avalanches.

In Figure 9 we display the the log-scale plots of avalanche sizes and durations.
We observe that the avalanche distribution for the model with simultaneous forcing
and diffusion and with larger mesh size M = 30 and σ = 10−3 obeys a power
law. For larger intensity of the asymmetric noise σ = 4 · 10−3 the power law is no
longer preserved and the distribution is biased towards avalanches with larger size
and duration. A similar situation occurs in the simulation with smaller mesh size
M = 60, σ = 10−3. In contrast, enforcing the strict scale separation of driving force
and diffusion as in [3], the avalanche distribution obeys a power law even in the case
M = 60.

An explanation for these observations is that the effect of “overlapping avalanches”
becomes dominant for large noise intensities: In systems near criticality, multiple
simultaneous avalanches may occur, which, due to the global character of the
avalanche definition, are counted as one large event. As a result, large avalanches
would be overrepresented in the simulation. This effect is avoided when the strict
separation of forcing and relaxation scale is enforced.

4.4 Simulations and scaling limits in 2D
In this section we investigate the existence of scaling limits of the discrete dynamics
(4.1) in spatial dimension d = 2, with a focus on the effect of the lower regularity of
the limiting space-time white noise compared to one spatial dimension.

The simulation parameters are as follows: T = 0.015625, σ = 1, µ = 0, D = 0.25,
K = 1, τ = h2, h = 1/128, the spatial domain is the unit square (0, 1)2 and the
initial condition is taken as x0

h = 1
21[0.25,0.75]×[0.25,0.75].

In Figure 11 we display the expected value of the discrete model (4.1) with
Zhang nonlinearity at the final time T averaged over 106 realizations and with mesh
size h = 1/128. The analogous expected value of (4.1) with BTW nonlinearity is
displayed in Figure 12 (left). For better comparison the color range is restricted
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Figure 9: Log-scale plot of the frequency of avalanche sizes (left) and the duration
of the avalanches (right) for asymmetric noise.

to [0, 0.5]. There are only minor overshoots of these values due to the error of
the Monte-Carlo approximation of the expected value in the stochastic case. In
Figure 11 (right), for comparison, we display the expected value of (4.1) with
φ(x) = x corresponding to the stochastic heat equation

We observe that the simulation of (4.1) with Zhang nonlinearity is very similar
to the expectation of the numerical solution of the stochastic heat equation (i.e.,
the linear counterpart of (4.1)). In contrast, the simulation of (4.1) with BTW
nonlinearity is closer to the initial condition, that is, the effect of the diffusion is
weaker in this case.

To offer an explanation of this observation, we note that the computed probability
of the solution to be supercritical, i.e., E[#{zi,j : |Xn

h (zi,j )|≥K}]
#{zi,j} (not counting the grid

points at the boundary) is above 0.50, and the probability increases with smaller
mesh size due to the scaling of the noise with h−1, see Figure 10 where we display the
computed evolution of the probability for the Zhang model. Since in the supercritical
“regime”, the effect of the diffusion of the Zhang nonlinearity is identical to that of
the stochastic heat equation, this could offer an explanation of the observation above.
In contrast, the BTW nonlinearity does not equal that of the heat equation even for
supercritical values of the solution. Therefore, one expects that, even for small grid
size h, the BTW model behaves differently from the stochastic heat equation, which
is indeed observed in Figure 12.

To illustrate the effect of the fluctuations and the resulting irregularity of the
solution we display one realization of the solution of the BTW model at the final
time in Figure 12 (right). In contrast to the 1d case (see Figures 3 and 4) the
solution oscillates and exceeds the critical value K.

We note that in the deterministic case, for the considered parameters, the
solutions of the Zhang and BTW model are equal to the initial condition since
maxi,j |X0

h(zi,j)| ≤ 1
2 < K.

Repeating the simulations with the initial condition taken to be the (unscaled)
indicator function of a square with side 1

2 placed at the center of the domain yielded
analogous results (not displayed).
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Figure 10: Evolution of E[#{zi,j : |Xn
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#{zi,j} for h = 1/128, 1/256, 1/512 for the
Zhang model.
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Figure 11: Expected value of the numerical solution computed with the Zhang model
(left) and the stochastic heat equation (right) at time t = T .
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Appendix A Uniqueness of laws of weak solutions

In this section, we prove the following, using the main result from [63].

Theorem A.1. The processes (X̃, W̃ ) of every weak solution to (2.2) have the same
law with respect to the Borel σ-algebra of L2([0, T ];L2)× C([0, T ];H−1).

We first give some preparatory results and helpful notions.

Definition A.2. We define a multivalued operator by its graphAT ⊂ L2([0, T ];L2)×
L2([0, T ];L2), given by

(f, g) ∈ AT if and only if g ∈ φ2(f ) for almost every (t, x) ∈ [0, T ]× [0, 1].
(A.1)

Lemma A.3. The operator AT is maximal monotone.

Proof. By [4, Theorem 2.8], it is enough to show that AT is the subdifferential of
a convex, proper and lower-semicontinuous functional ϕ : H → [0,∞] on a real
Banach space H. To this end, define ψ̃ : R→ [0,∞) by

ψ̃(x) = 1{|x|≥1}(x
2 − 1),

which is proper, convex and continuous, and for which we have ∂ψ̃ = φ2. We note
that H := L2([0, T ];L2) is a Hilbert space. Defining

ϕT : H → [0,∞], ϕT (u) =
∫ T

0

∫ 1

0
ψ̃(u(t, x))dxdt, (A.2)

we obtain by [18, Theorem 16.50] that ϕT is convex, proper and lower-semicontinuous
and AT = ∂ϕT , as required.

Lemma A.4. The graph AT is a closed subset of L2([0, T ];L2)×L2([0, T ];L2) and
thus measurable with respect to the Borel σ-algebra on L2([0, T ];L2).

Proof. The first statement is true for any maximal monotone operator by [4, Propo-
sition 2.1]. The measurability then follows by definition of the Borel σ-algebra.

We define two kinds of Sobolev spaces that we are going to use.

Definition A.5. Let V ⊂ H ⊂ V ′ a Gelfand triple and T > 0. We define

W 1,2([0, T ];V ′) := {u ∈ L2([0, T ];V ′) : u′ ∈ L2([0, T ];V ′)}
and W 1,2([0, T ];V,H) := {u ∈ L2([0, T ], V ) : u′ ∈ L2([0, T ];V ′)},

where u′ is the weak derivative of u as defined e. g. in [59, Definition 2.5.1]. These
spaces are Banach spaces with the norms

‖u‖W 1,2([0,T ];V ′) =
(
‖u‖2L2([0,T ];V ′) +

∥∥u′∥∥2
L2([0,T ];V ′)

) 1
2

and ‖u‖W 1,2([0,T ];V,H) =
(
‖u‖2L2([0,T ];V ) +

∥∥u′∥∥2
L2([0,T ];V ′)

) 1
2 ,

respectively. These norms are norm-equivalent to the ones given in [59, Section
2.5.b] and [86, Proposition 23.23], respectively, where also the Banach space property
is proved.
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We have the following measurability properties.

Lemma A.6. The subset

M1 :=
{

(u, z) ∈ L2([0, T ];L2)× L2([0, T ]; (L2)′) :
∃v ∈ L2([0, T ];L2) such that z = ∆v dt-almost everywhere and (u, v) ∈ AT

}
(A.3)

is Borel-measurable. The map ∂t : W 1,2([0, T ]; (L2)′)→ L2([0, T ]; (L2)′) is continuous
and

M2 := (Π1, ∂t(Π2))−1(M1) ⊆ L2([0, T ];L2)×W 1,2([0, T ]; (L2)′) (A.4)

is Borel-measurable. The setM2 is also Borel-measurable as a subset of L2([0, T ];L2)×
L2([0, T ]; (L2)′). Finally, let Ixw : L2([0, T ];L2)×C([0, T ];H−1) ↪→

(
L2([0, T ]; (L2)′)

)2
be the canonical continuous embedding. Then, the subset

M3 := {(Π1,Π1(Ixw)−Π2(Ixw))− µt ∈M2} ⊆ L2([0, T ];L2)× C([0, T ];H−1)

is Borel-measurable, where we write µt ∈ L2([0, T ]; (L2)′) for the canonically embed-
ded L2([0, T ];L2) function given by

(t, x) 7→ µt.

Proof. We notice that M1 is the image of the set AT , which is Borel-measurable by
Lemma A.4, under the isometry (Π1,∆ ◦Π2), and hence Borel-measurable by the
Kuratowski theorem (cf. [73, Theorem 3.9]). The operator ∂t : W 1,2([0, T ]; (L2)′)→
L2([0, T ]; (L2)′) is linear and bounded by the definition of the Sobolev space. Hence
it is continuous, which implies Borel-measurability. Thus, also (Π1, ∂t) is continuous
and Borel-measurable, which yields measurability of M2 using the measurability of
M1. The set M2, viewed as a subset of L2([0, T ];L2)×L2([0, T ]; (L2)′), is the image
of the canonical embedding and thus Borel-measurable by the Kuratowski theorem.
The Borel-measurability of M3 follows by the continuity of Ixw.

The previous lemma alludes that (2.3) and (2.4) are actually distributional
properties, which motivates the following definition.

Definition A.7. We call a probability measureQ on the probability space L2([0, T ];L2)×
C([0, T ];H−1) endowed with its Borel σ-algebra a pre-solution to (2.2), if

Q(M3) = 1, (A.5)

where M3 is defined as in Lemma A.6.

Lemma A.8. The joint law of the processes (X,W ) of each weak solution to (2.2)
in the sense of Definition 2.1 is a pre-solution.

Proof. Let ((Ω,F , (Ft)t∈[0,T ],P), X,W ) be a weak solution to (2.2) and Y ∈ L2(Ω̃×
[0, T ];L2) the corresponding drift process as in Definition 2.1. Then, [59, Proposition
2.5.9], (2.3) and (2.4) yield

∂t (Π1(Ixw(X,W ))−Π2(Ixw(X,W ))− µt) = ∆Y P-almost surely
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with (X,Y ) ∈ AT . Hence, using the notation from Lemma A.6, we have

(X, ∂t(Π1(Ixw(X,W ))−Π2(Ixw(X,W ))− µt)) ∈M1 P-almost surely,

which by construction is equivalent to (X,W ) ∈M3 P-almost surely. This finishes
the proof.

We cite the concept of pointwise uniqueness from [63, Definition 1.4].

Definition A.9. Pointwise uniqueness holds for pre-solutions, if and only if for any
processes (X1, X2,W ) defined on the same probability space with L((X1,W )) and
L((X2,W )) being pre-solutions, X1 = X2 almost surely.

Lemma A.10. Pointwise uniqueness holds for pre-solutions to (2.2).

Proof. Let (X1, X2,W ) be defined on a probability space (Ω,F ,P), such that
L((X1,W )) and L((X2,W )) are two pre-solutions to (2.2). Let M3 be defined
as in Lemma A.6, and let

M̃3 := (X1,W )−1(M3) ∩ (X2,W )−1(M3),

which implies that P(M̃3) = 1 by construction. From now on, we conduct all
arguments pointwise for ω ∈ M̃3. We define Y i ∈ L2([0, T ];L2) for i = 1, 2 by

Y i = ∆−1(∂t(Xi −W − µt)),

which is well-defined due to the construction of M3. Moreover, it follows that (2.3)
and (2.4) are satisfied for (Xi, Y i,W ) for i = 1, 2, which implies

X1(t)−X2(t) =
∫ t

0
∆(Y 1(r)− Y 2(r))dr in L2([0, T ]; (L2)′). (A.6)

By [59, Proposition 2.5.9], (A.6) implies that X1 −X2 is weakly differentiable with
(X1 −X2)′ = ∆(Y 1 − Y 2). Since Xi, Y i ∈ L2([0, T ];L2) for i = 1, 2 by construction,
X1 − X2 ∈ W 1,2([0, T ];L2, H−1). [86, Proposition 23.23] then yields that there
exists a continuous H−1-valued dt-version Z of X1 −X2, for which we have

‖Z(t)‖2H−1 =
∫ t

0

〈
∆(Y 1(r)− Y 2(r)), X1(r)−X2(r)

〉
(L2)′×L2

dr

= −
∫ t

0

〈
Y 1(r)− Y 2(r), X1(r)−X2(r)

〉
L2

dr ≤ 0,

where the last step follows from (2.4). This implies that Z and consequently X1−X2

is zero dt-almost everywhere. Since this is true for every ω ∈ M̃3, X1 = X2 P-almost
surely, as required.

Corollary A.11. There exists at most one pre-solution to (2.2).

Proof. This is part of the statement of [63, Theorem 1.5].

Proof of Theorem A.1. The claim is a direct consequence of Lemma A.8 and Corol-
lary A.11.
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Appendix B Properties of discrete spaces and prolongations

We state some properties on the discrete spaces used above and their interplay to
the corresponding function spaces by via prolongations. For the sake of brevity, we
omit details which can be considered classical.

Lemma B.1. Let ∆h ∈ R(Z−1)×(Z−1) be defined as in (1.11). Then, −∆h is positive
definite and

‖−∆h‖ ≤
4
h2 .

Proof. From [64, Equation (2.23)], we obtain that the eigenvalues of −∆h are

λj = 2
h2 (1− cos(jπh)) ∈

(
0, 4
h2

)
, j = 1, . . . , Z − 1,

which implies that −∆h is positive definite. Equation (2.77) in [82] then yields the
second claim.

Corollary B.2. For u ∈ RZ−1, Lemma B.1 yields

‖∆hu‖2−1 = |〈−∆hu, u〉0| = h |〈−∆hu, u〉|

≤ h ‖−∆hu‖ ‖u‖ ≤ ‖−∆h‖h ‖u‖2 ≤
4
h2 ‖u‖

2
0 .

(B.1)

Lemma B.3. Let h > 0 as in Assumption 2.2, and let I ′ : L2 → H−1 be the
canonical embedding. Then, I ′ ∈ L2(L2, H−1) and

lim
h→0

Tr(−∆−1
h ) =

∞∑
k=1

1
π2k2 = 1

6 =
∥∥I ′∥∥2

L2(L2,H−1) . (B.2)

Recall the partitions (Ki)Zi=0 and (Ji)Z−1
i=0 and the grids (xi)Zi=0 and (yi)Z−1

i=0 as
given in (1.10), and the definition of prolongations of functions on these grids as
given in Definition 1.5 and Definition 1.8. Then, the following statements can be
verified by direct computations.

Lemma B.4. Let u = (ui)Z−1
i=1 ∈ RZ−1 and v = (vi)Z−1

i=0 ∈ RZ and recall the
convention u0 = uZ = 0. Define the piecewise linear prolongation with zero-Neumann
boundary conditions with respect to the grid (yi)i=0,...,Z−1 by

I
ply
h : RZ → H1, v 7→ v01K0 +

Z−1∑
i=1

[
vi−1 + vi − vi−1

h
(· − xi)

]
1Ki + vZ−11KZ .

and the piecewise constant prolongation by Ipcy
h : RZ → L2, v 7→

∑Z−1
i=0 vi1Ji. Then,∥∥∥Iply

h v
∥∥∥
L2
≤
∥∥Ipcy
h v

∥∥
L2 ≤ 3

∥∥∥Iply
h v

∥∥∥
L2
,∫ 1

0
I

ply
h v dx =

∫ 1

0
I

pcy
h v dx,

I
ply
h v − a = I

ply
h (v − a) and I

pcy
h v − a = I

pcy
h (v − a) for all a ∈ R,
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∂xI
pcy
h v =

Z−1∑
i=1

δxi(vi − vi−1),

∂x

Iply
h

 i∑
j=0

huj

Z−1

i=0

 = I
pcx
h u,

‖u‖1 =
∥∥∥Iplx
h u

∥∥∥
H1

0
,

∥∥∥∂xx(Iplx
h u)

∥∥∥
H−1

=
∥∥∥∥∥
Z−1∑
i=1

1
h

(−ui−1 + 2ui − ui+1)δxi

∥∥∥∥∥
H−1

.

Lemma B.5. Let u = (ui)Z−1
i=1 ∈ RZ−1, where Z is defined as in (1.10). Then∥∥Ipcx

h u
∥∥
H−1 ≤ ‖u‖−1 ≤ 3

∥∥Ipcx
h u

∥∥
H−1 .

Proof. Let v = (vi)Z−1
i=0 ∈ RZ be defined by vi =

∑i
j=0 huj . Then, using the

convention
(
∆−1
h u

)
0

=
(
∆−1
h u

)
Z

= 0 and Lemma B.4, we have

∥∥Ipcx
h u

∥∥
H−1 =

∥∥∥∥Iply
h v −

∫ 1

0
I

ply
h v dx

∥∥∥∥
L2

=
∥∥∥∥Iply
h

(
v −

∫ 1

0
I

ply
h v dx

)∥∥∥∥
L2

≤
∥∥∥∥Ipcy
h

(
v −

∫ 1

0
I

pcy
h v dx

)∥∥∥∥
L2

=
∥∥∂x(Ipcy

h v)
∥∥
H−1 =

∥∥∥∥∥
Z−1∑
i=1

δxihui

∥∥∥∥∥
H−1

=
∥∥∥∥∥
Z−1∑
i=1

δxih(∆h∆−1
h u)i

∥∥∥∥∥
H−1

=
∥∥∥∥∥
Z−1∑
i=1

δxi
1
h

(
−
(
∆−1
h u

)
i−1

+ 2
(
∆−1
h u

)
i
−
(
∆−1
h u

)
i+1

)∥∥∥∥∥
H−1

=
∥∥∥∂xx(Iplx

h ∆−1
h u)

∥∥∥
H−1

=
∥∥∥Iplx
h ∆−1

h u
∥∥∥
H1

0
=
∥∥∥∆−1

h u
∥∥∥

1
= ‖u‖−1 ,

which yields the first inequality. The same calculation yields the second inequality
if we start with 3

∥∥Ipcx
h u

∥∥
H−1 and replace the third step by

3
∥∥∥∥Iply
h

(
v −

∫ 1

0
I

ply
h v dx

)∥∥∥∥
L2
≥
∥∥∥∥Ipcy
h

(
v −

∫ 1

0
I

pcy
h v dx

)∥∥∥∥
L2
.

Proposition B.6. Let h > 0 denote a sequence converging to 0, u ∈ L2([0, T ];H−1),
η ∈ L2([0, T ];L2), and for all h in this sequence, t ∈ [0, T ], let uh(t), ηh(t) ∈
RZ−1 such that upcx

h ∈ L2([0, T ];H−1) with upcx
h ⇀ u in L2([0, T ];H−1) and ηpcx

h ∈
L2([0, T ];L2) with ηpcx

h → η in L2([0, T ];L2). Then, for h→ 0,
∫ T

0
〈ηh(t), uh(t)〉−1 dt→

∫ T

0
〈η(t), u(t)〉H−1 dt.

Proof. After deriving a Poincaré inequality for the discrete norms, i. e. ‖v‖20 ≤ C ‖v‖
2
1

for v ∈ RZ−1, the uniform bound of upcx
h in L2([0, T ];H−1) implies a uniform

bound of (−∆−1
h uh)pcx in L2([0, T ];L2). This allows to extract a weakly converging
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nonrelabeled subsequence with limit f ∈ L2([0, T ];L2). In order to show that
f = −∆u, it is key to realize that

ξ(t, x)(−∆huh(t))pcx(x) = −ξ(t, x)
(
D−hD

+
h u

pcx
h (t)

)
(x) for almost all t ∈ [0, T ], x ∈ [0, 1]

(B.3)
for a test function ξ ∈ C∞c ([0, T ]× [0, 1]), where D±h are the h-difference quotients to
the left resp. right. Hence, conducting a discrete integration by parts and considering
that ξ has compact support, we compute∫ T

0
〈u, ξ〉H−1×H1

0
dt = lim

h→0

∫ T

0

〈
ūpcx
h , ξ

〉
L2 dt = lim

h→0

∫ T

0

〈(
∆h∆−1

h uh
)pcx

, ξ
〉
L2

dt

= lim
h→0

∫ T

0

〈
−D−hD

+
h

(
−∆−1

h uh
)pcx

, ξ
〉
L2

dt

= lim
h→0

∫ T

0

〈(
−∆−1

h uh
)pcx

,−D−hD
+
h ξ
〉
L2

dt =
∫ T

0
〈f,−∆ξ〉L2 dt,

(B.4)

using the strong convergence of the second-order difference quotient of ξ to its
second derivative. By a density argument, one concludes that f = −∆u dt-almost
everywhere. The proof can then be finished by computing∫ T

0
〈uh, ηh〉−1 dt =

∫ T

0

〈
−∆−1

h uh, ηh
〉

0
dt =

∫ T

0

〈(
−∆−1

h uh
)pcx

, ηpcx
h

〉
L2

dt

→
∫ T

0

〈
−∆−1u, η

〉
L2

dt =
∫ T

0
〈u, η〉H−1 dt.

Lemma B.7. Recall Definitions 1.5 and 1.6 and let u ∈ RZ−1. Then there exists a
constant C independent of h such that

‖u‖2−1 ≤ C ‖u‖
2
0 .

Proof. Note that since −∆h is symmetric and positive definite, one may define its
symmetric and positive definite sqare root operator Ah, which satisfies AhAh = −∆h,
‖u‖1 = ‖Ahu‖0 and ‖u‖−1 =

∥∥∥A−1
h u

∥∥∥
0
. Furthermore, we have a Poincaré inequality

for the discrete norms by

‖uh‖20 =
∥∥upcx

h

∥∥2
L2 ≤ C

∥∥∥uplx
h

∥∥∥2

L2
≤ C

∥∥∥∇uplx
h

∥∥∥2

L2
= C ‖uh‖21 (B.5)

for C independent of h, where the first inequality can be obtained by connecting [41,
Propositions 3.1 and 3.2], and the last equality is the sixth statement in Lemma
B.4. We then compute

‖u‖2−1 =
∥∥∥AhA−1

h u
∥∥∥2

−1
=
∥∥∥A−1

h u
∥∥∥2

0
≤ C ‖u‖20 .
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