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Abstract
This work is concerned with the existence of mild solutions and the
uniqueness of distributional solutions to nonlinear Fokker–Planck equa-
tions with nonlocal operators Ψ(−Δ), where Ψ is a Bernstein function.
As applications, the existence and uniqueness of solutions to the corre-
sponding nonlinear martingale problems are proved. Furthermore, it
is shown that these solutions form a nonlinear Markov process in the
sense of McKean such that their one-dimensional time marginal law
densities are the solutions to the nonlocal nonlinear Fokker–Planck
equation. Hence, McKean’s program envisioned in his PNAS paper
from 1966 is realized for these nonlocal PDEs.
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1 Introduction

We are concerned here with the following nonlinear, nonlocal Fokker–Planck
equation of Nemytskii-type

\[
\begin{align*}
  u_t + Ψ(−Δ)(β(u)) + \text{div}(Db(u)u) &= 0, \quad \text{on } (0, \infty) \times \mathbb{R}^d, \\
  u(0, x) &= u_0(x), \quad x \in \mathbb{R}^d,
\end{align*}
\]  

(1.1)
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where the functions $\beta : \mathbb{R} \to \mathbb{R}$, $D : \mathbb{R}^d \to \mathbb{R}^d$, $d \geq 2$, $b : \mathbb{R} \to \mathbb{R}$ are to be made precise below, and $\Psi$ is a Bernstein function.

The operator $\Psi(-\Delta)$ is defined as follows. Let $S' := S'((\mathbb{R}^d))$ be the dual of the Schwartz test function space $S := S(\mathbb{R}^d)$. Define

$$D_{\Psi} := \{ u \in S' : F(u) \in L^1_{\text{loc}}(\mathbb{R}^d), \Psi(|\xi|^2)F(u) \in S'(\supset L^1(\mathbb{R}^d)) \}$$

and $\Psi(-\Delta) : D_{\Psi} \to S'$ by

$$F(\Psi(-\Delta)u)(\xi) := \Psi(|\xi|^2)F(u)(\xi), \xi \in \mathbb{R}^d, u \in D_{\Psi},$$

where $F$ stands for the Fourier transform on $\mathbb{R}^d$, i.e.,

$$F(u)(\xi) = (2\pi)^{-d/2} \int_{\mathbb{R}^d} e^{ix \cdot \xi} u(x) dx, \xi \in \mathbb{R}^d, u \in L^1(\mathbb{R}^d).$$

($F$ extends from $S'$ to itself.)

Furthermore, $\Psi : [0, \infty) \to [0, \infty)$ is a Bernstein function, i.e. an infinitely differentiable completely monotone function, that is,

$$(-1)^k \Psi^{(k)}(r) \geq 0, \forall r \geq 0, k = 1, 2, \ldots.$$ 

A Bernstein function $\Psi$ admits the unique representation (see [22], p. 21)

$$\Psi(r) = a_1 + a_2 r + \int_0^\infty (1 - e^{-rt}) \mu(dt), \forall r \geq 0,$$

where $a_1, a_2 \geq 0$ and $\mu$ is a positive measure on $(0, \infty)$ such that

$$m := \int_0^\infty (1 \wedge t) \mu(dt) < \infty,$$

which implies

$$\Psi(r) \leq m(1 + r), \ r \geq 0.$$ 

Given a Bernstein function $\Psi$, there is a unique convolution semigroup of sub-probability (if $a_1 = 0$, probability) measures $(\eta^\Psi_t)_{t \geq 0}$ on $(0, \infty)$ such that

$$L(\eta^\Psi_t)(\lambda) = e^{-t \Psi(\lambda)}, \forall \lambda \geq 0,$$

where $L(\eta^\Psi_t)$ is the Laplace transform of $\eta^\Psi_t$ (see [22], p. 49).

A standard example is $\Psi(r) \equiv r^s$, $s \in (0, 1)$, which corresponds to $a_1, a_2 = 0$ and

$$\mu(dt) = \frac{s}{\Gamma(1-s)} t^{-s-1} dt.$$

The hypotheses below will be in effect in Sections 2 and 4.1.
\( \beta \in C^1(\mathbb{R}) \cap \text{Lip}(\mathbb{R}), \beta(0) = 0, \beta'(r) > 0, \forall r \neq 0. \)

(ii) \( D \in (C^1 \cap C_b)(\mathbb{R}^d; \mathbb{R}^d), \text{div} D \in L^2_{\text{loc}}(\mathbb{R}^d). \)

(iii) \( b \in C_b(\mathbb{R}). \)

(iv) \( (\text{div} D)^{-} \in L^\infty, \ b(r) \geq 0, \forall r \in \mathbb{R}. \)

(v) \( \Psi : [0, \infty) \to [0, \infty) \) is a Bernstein function of the form (1.4) with \( a_1, a_2 = 0 \) which satisfies for some \( s \in (\frac{1}{2}, 1) \) and \( C \in (0, \infty), \)

\[
\Psi(r) \geq C r^s, \forall r \geq 0. 
\]

Here, we shall study the existence of a \textit{mild solution} to equation (1.1) (see Definition 1.1 below) and also the uniqueness of distributional solutions. As regards the existence, we shall follow the semigroup methods used in [2]–[4] and in the special case \( \Psi(r) \equiv r^s, s \in (\frac{1}{2}, 1) \) in [6]. Namely, we shall represent (1.1) as an abstract differential equation in \( L^1(\mathbb{R}^d) \) of the form

\[
\frac{du}{dt} + A(u) = 0, \quad t \geq 0, \\
u(0) = u_0,
\]

where \( A : D(A) \subset L^1(\mathbb{R}^d) \to L^1(\mathbb{R}^d) \) is an \( m \)-accretive realization in \( L^1(\mathbb{R}^d) \) of the operator

\[
A_0(u) = \Psi(-\Delta)(\beta(u)) + \text{div}(Db(u)u), \quad u \in D(A_0), \\
D(A_0) = \{ u \in L^1(\mathbb{R}^d); \Psi(-\Delta)(\beta(u)) + \text{div}(Db(u)u) \in L^1(\mathbb{R}^d) \}, \quad (1.11)
\]

to be made precise later on. (Here, \( \text{div} \) and \( \Delta \) are taken in the sense of Schwartz distributions on \( \mathbb{R}^d. \))

\textbf{Definition 1.1.} A function \( u \in C([0, \infty); L^1(\mathbb{R}^d)) \) is said to be a \textit{mild solution} to (1.1) if, for each \( 0 < T < \infty, \)

\[
u(t) = \lim_{h \to 0} u_h(t) \text{ in } L^1(\mathbb{R}^d) \text{ uniformly in } t \in [0, T], \quad (1.12)
\]

where \( u_h \) is for each \( h > 0 \) the solution to the equation

\[
\frac{1}{h} (u_h(t) - u_h(t - h) + A_0u_h(t)) = 0, \quad \forall t \geq 0, \\
u_h(t) = u_0, \quad \forall t \leq 0. \quad (1.13)
\]
We note that, if \( u \) is a mild solution to (1.1), then it is also a Schwartz distributional solution, that is,

\[
\int_0^\infty \int_{\mathbb{R}^d} (u(t,x)\varphi_t(t,x) - \Psi(-\Delta)(\varphi(t,x))\beta(u(t,x)) + b(u(t,x))u(t,x)D(x) \cdot \nabla\varphi(t,x))dt\,dx \\
+ \int_{\mathbb{R}^d} \varphi(0,x)u_0(dx) = 0, \quad \forall \varphi \in C_0^\infty([0,\infty) \times \mathbb{R}^d),
\]

where \( u_0 \) is a measure of finite variation on \( \mathbb{R}^d \). The main existence result for equation (1.1) is given by Theorem 2.4 below, which amounts to saying that under Hypotheses (i)–(v) there is a mild solution \( u \) represented as \( u(t) = S(t)u_0, \ t \geq 0 \), where \( S(t) \) is a continuous semigroup of nonlinear contractions in \( L^1 \). In Section 3, the uniqueness of distributional solutions to (1.1), (1.14) respectively, in the class \( (L^1 \cap L^\infty)((0,T) \times \mathbb{R}^d) \cap L^\infty(0,T; L^2) \) will be proved under Hypotheses (j)–(jjj) on \( D, b \) and \( \beta \) stated in Section 3. We would like to stress at this point that as in [5] (see, also, the pioneering papers [7] and [17]), where such a result was proved for local nonlinear Fokker–Planck equations (i.e. of type (1.1) with \(-\Delta \) replacing \( \Psi(-\Delta) \)), we prove uniqueness in the large class of distributional solutions without any a priori-restrictions such as e.g. weak differentiability of the solutions. Therefore, our uniqueness results are considerably stronger than uniqueness results within the much smaller classes of mild solutions or in the local case of entropy solutions (see, e.g., [8]). In Section 4 we apply our analytic results on (1.1) to prove existence and uniqueness results (see Theorems 4.1 and 4.3, resp.) for the nonlinear martingale problem corresponding to (1.1) in the spirit of [14], where the latter were studied in the case of local Fokker–Planck equations with stronger regularity assumptions on the coefficients, not covering Nemytskii-type equations as above. Furthermore, we prove that the solutions to such a nonlinear martingale problem form a nonlinear Markov process in the sense of McKean [16] (see Theorem 4.4 below). The existence proof (Theorem 4.1) is based on Theorem 2.4 and [21], in which a nonlocal analogue of the superposition principle (see [12], [23]) is proved. The uniqueness proof (Theorem 4.3) is based on Theorems 3.1 and 3.3. As a consequence of this and Corollary 3.8 in [18], we finally obtain Theorem 4.4, which in particular realizes McKean’s vision from [16], i.e. to identify the solutions of nonlinear PDEs as the one-dimensional time marginal law densities of a nonlinear Markov process, for nonlocal PDEs as in (1.1).

In the special case \( \Psi(r) \equiv r^s, \ s \in \left(\frac{1}{2}, 1\right) \), equation (1.1) was studied [6]
(see, also, [10], [11], [24] for a direct approach to existence theory in the case \( \Psi(r) = r^s \) and \( D \equiv 0 \)). Though the strategy in the present paper to prove the existence and uniqueness of solutions to (1.1) follows in great lines that developed in [6]. There is, however, not a large overlap and the specific arguments involved here are quite different. In particular, the probabilistic applications in Section 4 are much more difficult in the case of Bernstein functions.

**Notation.** Let \( L^p(\mathbb{R}^d) = L^p, \ p \in [1, \infty] \) be the standard space of Lebesgue integrable functions on \( \mathbb{R}^d \). We denote the corresponding local space by \( L^p_{loc} \) and the norm of \( L^p \) by \( \| \cdot \|_p \). The inner product in \( L^2 \) is denoted by \( (\cdot, \cdot)_2 \).

Let \( H^\sigma(\mathbb{R}^d) = H^\sigma, 0 < \sigma < \infty \) denote the standard Bessel space on \( \mathbb{R}^d \) and \( H^{-\sigma} \) its dual space. Let \( C^b(\mathbb{R}) \) denote the space of continuous and bounded functions on \( \mathbb{R} \) and \( C^1(\mathbb{R}) \) the space of continuously differentiable functions on \( \mathbb{R} \), and likewise \( C^1(\mathbb{R}^d, \mathbb{R}^d) \) the space of continuously differentiable vector fields from \( \mathbb{R}^d \) to \( \mathbb{R}^d \).

For any \( T > 0 \) and a Banach space \( X \), \( C([0,T]; X) \) denotes the space of \( X \)-valued continuous functions on \( [0,T] \) and by \( L^p(0,T; X) \) the space of \( X \)-valued \( L^p \)-Bochner integrable functions on \( (0,T) \). \( C_c^k(\mathcal{O}), \mathcal{O} \subset \mathbb{R}^d \), denotes the space of \( k \)-differentiable functions with compact support in \( \mathcal{O} \) and \( \mathcal{D}'(\mathcal{O}) \) the space of Schwartz distributions on \( \mathcal{O} \). \( C_0^\infty([0,\infty) \times \mathbb{R}^d) \) denotes the space of differentiable functions on \( [0,\infty) \times \mathbb{R}^d \) with compact in \( [0,\infty) \times \mathbb{R}^d \). \( S'(\mathbb{R}^d) = S' \) denotes the space of tempered distributions on \( \mathbb{R}^d \) and \( \mathcal{F}(y) \) the Fourier transform of \( y \in S'(\mathbb{R}^d) \).

## 2 Existence of a mild solution

We first note that by (1.6) and (1.9) all functions

\[
\mathbb{R}^d \ni \xi \to (\Psi(\varepsilon + |\xi|^2))^{\alpha}, \ \varepsilon > 0, \ \alpha \in \mathbb{R},
\]

are multipliers on \( S \), hence on \( S' \). Hence, we may define the maps \( \Psi(\varepsilon I - \Delta) : S' \to S' \) by

\[
\Psi(\varepsilon I - \Delta)u := \mathcal{F}^{-1}(\Psi(\varepsilon + |\xi|^2)\mathcal{F}u), \ u \in S',
\]

which are clearly linear homeomorphisms, and the following Hilbert spaces:

\[
H^\Psi := H^\Psi(\mathbb{R}^d) := \left\{ u \in S' : \sqrt{\Psi(1 + |\xi|^2)}\mathcal{F}(u) \in L^2 \right\}
\]

and

\[
\dot{H}^\Psi := \dot{H}^\Psi(\mathbb{R}^d) := \left\{ u \in S' : \mathcal{F}(u) \in L^1_{loc} \text{ and } \sqrt{\Psi(|\xi|^2)}\mathcal{F}(u) \in L^2 \right\}
\]
with respective norms

\[ |u|_{H^\Psi}^2 := \int_{\mathbb{R}^d} \Psi(1 + |\xi|^2) |\mathcal{F}(u)(\xi)|^2 d\xi \]

\[ |\dot{u}|_{H^\Psi}^2 := \int_{\mathbb{R}^d} \Psi(|\xi|^2) |\mathcal{F}(u)(\xi)|^2 d\xi. \]

We denote the corresponding inner products by \( \langle \cdot, \cdot \rangle_{H^\Psi} \) and \( \langle \cdot, \cdot \rangle_{\dot{H}^\Psi} \), respectively. By (1.6) and (1.9) we have the continuous embeddings

\[ H^1 \subset H^\Psi \subset H^s \subset \dot{H}^s, \quad H^\Psi \subset \dot{H}^\Psi \subset \dot{H}^s, \]

where \( \dot{H}^s \) denotes the usual homogeneous Sobolev space of order \( s \). We note that \( \dot{H}^s \) is only complete, if \( s < \frac{d}{2} \), which holds in our case since \( s < 1, \ d \geq 2 \). Clearly, \( H^\Psi \) is complete. But since by (1.9)

\[ \frac{1}{\Psi(|\xi|^2)} \leq \frac{1}{C} \frac{1}{|\xi|^{2s}} \in L^1_{\text{loc}}, \]

it is easy to show that also \( \dot{H}^\Psi \) is complete.

Furthermore, for \( \varepsilon \geq 0 \) we define

\[ D_{\varepsilon,2} := \{ u \in L^2 : \Psi(\varepsilon I - \Delta) u \in L^2 \}. \]

Then, it is elementary to check that \( (\Psi(\varepsilon I - \Delta), D_{\varepsilon,2}) \) is a nonnegative definite self-adjoint operators on \( L^2 \) (to which the usual operator calculus on \( L^2 \) applies) and that for all \( u \in D_{0,2} \)

\[ |u|_{H^\Psi,\varepsilon}^2 = \int_{\mathbb{R}^d} \left| \sqrt{\Psi(\varepsilon I - \Delta)} u \right|^2 d\xi. \]

Furthermore, \( D_{\varepsilon,2} := D_{1,2}, \ \forall \varepsilon > 0 \) and

\[ |u|_{H^\Psi,\varepsilon}^2 = \int_{\mathbb{R}^d} \left| \sqrt{\Psi(\varepsilon I - \Delta)} u \right|^2 d\xi, \]

where \( | \cdot |_{H^\Psi,\varepsilon} \) is defined analogously to \( | \cdot |_{H^\Psi} \) with \( \Psi(\varepsilon + |\xi|^2) \) replacing \( \Psi(1 + |\xi|^2) \). Then, we have the following
Lemma 2.1.

(i) $\mathcal{H}^\Psi$ and $H^{\Psi,\varepsilon}$, $\varepsilon > 0$, as well as $H^\alpha$, $\alpha \in (0,1]$, are invariant under composition with Lipschitz continuous functions $\varphi : \mathbb{R} \to \mathbb{R}$ with $\varphi(0) = 0$.

(ii) For all $\alpha \in \mathbb{R}$ and $\varepsilon > 0$, we have for the inverse $\Psi(\varepsilon I - \Delta)^{-1} : S' \to S'$ of $\Psi(\varepsilon I - \Delta) : S' \to S'$ that

$$
\Psi(\varepsilon I - \Delta)^{-1}(H^\alpha) \subset H^{\alpha+2s}
$$

and that the operator $\Psi(\varepsilon I - \Delta)^{-1} : H^\alpha \to H^{\alpha+2s}$ is continuous.

Proof. (i): This is an immediate consequence of [13, Section 1.5, in particular, Theorem 1.5.3 and Example 1.5.2], since, as it is proved there, $(\dot{\mathcal{H}}^\Psi, \langle \cdot, \cdot \rangle_{\dot{\mathcal{H}}^\Psi}, \dot{\mathcal{H}}^{\Psi,\varepsilon})$, $\varepsilon > 0$, and $H^\alpha$, $\alpha \in (0,1]$ are transient Dirichlet spaces.

(ii): Using the definition of $H^\alpha$, $\alpha \in \mathbb{R}$, in terms of Fourier transforms, the proof is elementary by (1.9). $\blacksquare$

We shall now prove the following key lemma which is similar to Lemma 2.1 in [6]. (See, also, [2]–[4].)

Lemma 2.2. Let $\lambda_0 > 0$ be as defined in (2.32) below. Then, under Hypotheses (i)–(v) there is a family of operators $\{J_\lambda : L^1 \to L^1; \lambda > 0\}$, which for all $\lambda \in (0, \lambda_0)$ satisfies

$$
(I + \lambda A_0)(J_\lambda(f)) = f, \ \forall f \in L^1,
$$

$$
|J_\lambda(f_1) - J_\lambda(f_2)|_1 \leq |f_1 - f_2|_1, \ \forall f_1, f_2 \in L^1,
$$

$$
J_{\lambda_2}(f) = J_{\lambda_1}\left(\frac{\lambda_1}{\lambda_2} f + \left(1 - \frac{\lambda_1}{\lambda_2}\right) J_{\lambda_2}(f)\right), \ \forall f \in L^1, \ \lambda_1, \lambda_2 > 0,
$$

$$
\int_{\mathbb{R}^d} J_\lambda(f) dx = \int_{\mathbb{R}^d} f dx, \ \forall f \in L^1,
$$

$$
J_\lambda(f) \geq 0, \ a.e. \ on \ \mathbb{R}^d, \ if \ f \geq 0, \ a.e. \ on \ \mathbb{R}^d,
$$

$$
|J_\lambda(f)|_{\infty} \leq (1 + ||D| + (\text{div } D)^{-\frac{1}{2}}||f||_{\infty}), \ \forall f \in L^1 \cap L^\infty,
$$

$$
\beta(J_\lambda(f)) \in H^\Psi \cap L^1 \cap L^\infty, \ \forall f \in L^1 \cap L^\infty.
$$
Proof of Lemma 2.2. We shall first prove the existence of a solution to the equation
\[ y + \lambda A_0(y) = f \text{ in } S', \] (2.9)
where \( f \in L^1 \). We consider the approximating equation
\[ y + \lambda \Psi(\varepsilon I - \Delta)(\beta_\varepsilon(y)) + \lambda \operatorname{div}(D_\varepsilon b_\varepsilon(y)y) = f \text{ in } S', \] (2.10)
where \( \varepsilon \in (0, 1] \), \( \beta_\varepsilon(r) := \beta(r) + \varepsilon r \) and
\[ D_\varepsilon := \eta_\varepsilon D, \quad \eta_\varepsilon \in C^1_0(\mathbb{R}^d), \quad 0 \leq \eta_\varepsilon \leq 1, \quad \eta_\varepsilon(x) = 1 \text{ if } |x| < \frac{1}{\varepsilon}. \]
We have
\[ |D_\varepsilon| \in L^2 \cap L^\infty, \quad |D_\varepsilon| \leq |D|, \quad \lim_{\varepsilon \to 0} D_\varepsilon(x) = D(x), \ \text{a.e. } x \in \mathbb{R}^d, \]
\[ \operatorname{div} D_\varepsilon \in L^2, \quad (\operatorname{div} D_\varepsilon)^- \leq (\operatorname{div} D)^- + 1_{[|x| > \frac{1}{\varepsilon}]}|D|. \] (2.11)
The function \( b_\varepsilon \) is defined by
\[ b_\varepsilon(r) \equiv \frac{(b \ast \varphi_\varepsilon)(r)}{1 + \varepsilon |r|}, \quad \forall r \in \mathbb{R}, \]
where * is the convolution product and \( \varphi_\varepsilon(r) = \frac{1}{\varepsilon} \varphi \left( \frac{r}{\varepsilon} \right) \) is a standard mollifier. We set \( b_\varepsilon^*(r) := b_\varepsilon(r)r, \ r \in \mathbb{R} \), and note that \( b_\varepsilon^* \) is bounded, Lipschitz and \( b_\varepsilon^*(0) = 0 \).

Let us assume first that \( f \in L^2 \) and rewrite (2.9) as
\[ F_{\varepsilon, \lambda}(y) = f \text{ in } S', \] (2.12)
where \( F_{\varepsilon, \lambda} : L^2 \to S' \) is defined by
\[ F_{\varepsilon, \lambda}(y) := y + \lambda \Psi(\varepsilon I - \Delta)(\beta_\varepsilon(y)) + \lambda \operatorname{div}(D_\varepsilon b_\varepsilon^*(y)), \ \forall y \in L^2. \]
We set
\[ G_\varepsilon(y) := \Psi(\varepsilon I - \Delta)(y), \ y \in S'. \]
Now, we shall show that (2.12) has a unique solution \( y_\varepsilon \in L^2 \). To this end, we rewrite it as
\[ G_\varepsilon^{-1}(F_{\varepsilon, \lambda}(y)) = G_\varepsilon^{-1} f(\in H^{2\delta}), \]
that is,
\[ G_\varepsilon^{-1}y + \lambda \beta_\varepsilon(y) + \lambda G_\varepsilon^{-1} \operatorname{div}(D_\varepsilon b_\varepsilon^*(y)) = G_\varepsilon^{-1} f. \] (2.13)
Since \( D_\varepsilon b^*_\varepsilon(y) \in L^2 \), we have \( \text{div}(D_\varepsilon b^*_\varepsilon(y)) \in H^{-1} \), and so, by Lemma 2.1 (ii) and because \( s > \frac{1}{2} \), we have that \( G^{-1}_\varepsilon F_{\varepsilon,\lambda} : L^2 \rightarrow L^2 \) is continuous. Now, it is easy to see that (2.13) has a unique solution, \( y_\varepsilon \in L^2 \) for small enough \( \lambda \), because, by (2.13) we have, for \( y_1, y_2 \in L^2 \),

\[
(G^{-1}_\varepsilon(F_{\varepsilon,\lambda}(y_2) - F_{\varepsilon,\lambda}(y_1)), y_2 - y_1)_2
= (G^{-1}_\varepsilon(y_2 - y_1), y_2 - y_1)_2 + \lambda(\beta_\varepsilon(y_2) - \beta_\varepsilon(y_1), y_2 - y_1)_2
- \lambda \langle \text{div}(D_\varepsilon(b^*_\varepsilon(y_2) - b^*_\varepsilon(y_1))), G^{-1}_\varepsilon(y_2 - y_1) \rangle_H.
\]

(2.14)

Furthermore, for \( y \) at zero, the solution \( y \) is easy to see that (2.13) has a unique solution, \( y_\varepsilon \in L^2 \) for small enough \( \lambda \), because, by (2.13) we have, for \( y_1, y_2 \in L^2 \),

\[
(G^{-1}_\varepsilon(F_{\varepsilon,\lambda}(y_2) - F_{\varepsilon,\lambda}(y_1)), y_2 - y_1)_2
= (G^{-1}_\varepsilon(y_2 - y_1), y_2 - y_1)_2 + \lambda(\beta_\varepsilon(y_2) - \beta_\varepsilon(y_1), y_2 - y_1)_2
- \lambda \langle \text{div}(D_\varepsilon(b^*_\varepsilon(y_2) - b^*_\varepsilon(y_1))), G^{-1}_\varepsilon(y_2 - y_1) \rangle_H.
\]

(2.14)

where \( c_\varepsilon \in (0, \infty) \) is independent of \( \lambda, y_1, y_2 \). Since \( -s < 1 - 2s < 0 \), by interpolation we have for \( \theta := \frac{2s}{s+1} \) that

\[
|y_2 - y_1|_{H^{1-2s}} \leq |y_2 - y_1|_{H}^{1-\theta}|y_2 - y_1|_{H^{-s}}^\theta,
\]

and so, by Young’s inequality we find that the left hand side of (2.14) dominates

\[
\lambda(\varepsilon - \lambda c_\varepsilon)|y_2 - y_1|_{H}^{2s} + \frac{1}{2}|y_2 - y_1|_{H^{-s}}^2
\]

for some \( c_\varepsilon \in (0, \infty) \) independent of \( \lambda, y_1 \) and \( y_2 \). Hence, for some \( \lambda_\varepsilon \in (0, \infty) \), we conclude that \( G^{-1}_\varepsilon F_{\varepsilon,\lambda} \) is strictly monotone on \( L^2 \) for \( \lambda \in (0, \lambda_\varepsilon) \).

By Lemma 2.1 (ii), it follows from (2.13) that \( \beta_\varepsilon(y_\varepsilon) \in H^{2s-1} \), hence by Lemma 2.1 (i), because \( s < 1 \) and the inverse of \( \beta_\varepsilon \) is Lipschitz and zero at zero, the solution \( y_\varepsilon \) also belongs to \( H^{2s-1} \), hence \( b^*_\varepsilon(y_\varepsilon) \in H^{2s-1} \). Since \( s \in (\frac{1}{2}, 1) \) and \( D \in C^1(\mathbb{R}^d; \mathbb{R}^d) \), by simple bootstrapping (2.13) implies that \( y_\varepsilon \in H^1 \), and therefore, by (2.13) we have

\[
\beta_\varepsilon(y_\varepsilon) \in G^{-1}_\varepsilon(L^2) \quad \text{and so} \quad G_\varepsilon \beta_\varepsilon(y_\varepsilon) \in L^2.
\]

(2.15)

Furthermore, for \( f \in L^2 \) and \( \lambda \in (0, \lambda_\varepsilon) \), \( y_\varepsilon \) is the unique solution of (2.12). Assume now that \( \lambda \in (0, \lambda_\varepsilon) \) and that \( f \geq 0 \), a.e. on \( \mathbb{R}^d \). Then, we have

\[
y_\varepsilon \geq 0, \quad \text{a.e. on } \mathbb{R}^d.
\]

(2.16)

To prove this, consider the function

\[
\eta_\delta(r) = \begin{cases} 
-1 & \text{for } r \leq -\delta, \\
\frac{r}{\delta} & \text{for } r \in (-\delta, 0), \\
0 & \text{for } r \geq 0,
\end{cases}
\]

(2.17)
where $\delta > 0$, and multiply (2.10), where $y = y_\varepsilon$, by $\eta_\varepsilon(\beta_\varepsilon(y_\varepsilon)) \in H^1$ and integrate over $\mathbb{R}^d$. By (2.15) we get

$$
\int_{\mathbb{R}^d} y_\varepsilon \eta_\varepsilon(\beta_\varepsilon(y_\varepsilon)) dx + \lambda \int_{\mathbb{R}^d} G_\varepsilon(\beta_\varepsilon(y_\varepsilon)) \eta_\varepsilon(\beta_\varepsilon(y_\varepsilon)) dx
= \int_{\mathbb{R}^d} f \eta_\varepsilon(\beta_\varepsilon(y_\varepsilon)) dx + \lambda \int_{\mathbb{R}^d} D_\varepsilon b^*_\varepsilon(y_\varepsilon) \eta_\varepsilon'(\beta_\varepsilon(y_\varepsilon)) \cdot \nabla \beta_\varepsilon(y_\varepsilon) dx.
$$

(2.18)

On the other hand, we have

$$
\int_{\mathbb{R}^d} G_\varepsilon(u) \varphi(u) dx = \langle u, \varphi(u) \rangle_{H^{\psi, \varepsilon}} \geq \frac{1}{2} (\text{Lip}(\varphi))^{-1} \langle \varphi(u), \varphi(u) \rangle_{H^{\psi, \varepsilon}} \geq 0, \quad \forall u \in G^{-1}_\varepsilon(L^2(\subset H^\psi)),
$$

(2.19)

for all non constant, nondecreasing Lipschitz functions $\varphi : \mathbb{R} \to \mathbb{R}$. This is a well-known inequality in the theory of Dirichlet forms (see, e.g., [20, Examples 6.4 and 6.5]). By (2.15), this yields

$$
\int_{\mathbb{R}^d} G_\varepsilon(\beta_\varepsilon(y_\varepsilon)) \eta_\varepsilon(\beta_\varepsilon(y_\varepsilon)) dx \geq 0.
$$

(2.20)

Taking into account that $|\beta_\varepsilon(y_\varepsilon)| \geq \varepsilon|y_\varepsilon|$, we have

$$
\left| \int_{\mathbb{R}^d} D_\varepsilon b_\varepsilon(y_\varepsilon) y_\varepsilon \eta_\varepsilon(\beta_\varepsilon(y_\varepsilon)) \nabla \beta_\varepsilon(y_\varepsilon) dx \right|
\leq \frac{1}{\delta} |b|_\infty \int_{\widehat{E}_\varepsilon^\delta} |y_\varepsilon| \left| \nabla \beta_\varepsilon(y_\varepsilon) \right| |D_\varepsilon| dx
\leq \frac{1}{\varepsilon} |b|_\infty \| D_\varepsilon \|_{L^2} \left( \int_{\widehat{E}_\varepsilon^\delta} \left| \nabla \beta_\varepsilon(y_\varepsilon) \right|^2 dx \right)^{1/2} \to 0 \text{ as } \delta \to 0.
$$

(2.21)

Here $\widehat{E}_\varepsilon^\delta = \{-\delta < \beta_\varepsilon(y_\varepsilon) \leq 0\}$ and we used that $\nabla \beta_\varepsilon(y_\varepsilon) = 0$, a.e. on $\{\beta_\varepsilon(y_\varepsilon) = 0\}$.

Once sign $\beta_\varepsilon(r) \equiv \text{sign } r$, by (2.18)–(2.21) we get, for $\delta \to 0$, that $y_\varepsilon^{-} = 0$, a.e. on $\mathbb{R}^d$ and so (2.16) holds.

If $\lambda \in (0, \lambda_\varepsilon)$ and $y_\varepsilon = y_\varepsilon(\lambda, f)$ is the solution to (2.10) in $L^2$, we have for $f_1, f_2 \in L^1 \cap L^2$

$$
y_\varepsilon(\lambda, f_1) - y_\varepsilon(\lambda, f_2) + \lambda G_\varepsilon(\beta_\varepsilon(y_\varepsilon(\lambda, f_1)) - \beta_\varepsilon(y_\varepsilon(\lambda, f_2)))
+ \lambda \text{ div } D_\varepsilon(b^*_\varepsilon(y_\varepsilon(\lambda, f_1)) - b^*_\varepsilon(y_\varepsilon(\lambda, f_2))) = f_1 - f_2.
$$

(2.22)
Now, for \( \delta > 0 \) consider the function

\[
X_\delta(r) = \begin{cases} 
1 & \text{for } r \geq \delta, \\
\frac{r}{\delta} & \text{for } |r| < \delta, \\
-1 & \text{for } r < -\delta.
\end{cases}
\]

If multiply (2.22) by \( X_\delta(\beta_\varepsilon(y_\varepsilon(\lambda, f_1)) - \beta_\varepsilon(y_\varepsilon(\lambda, f_2))) \), we get

\[
\int_{\mathbb{R}^d} (y_\varepsilon(\lambda, f_1) - y_\varepsilon(\lambda, f_2))X_\delta(\beta_\varepsilon(y_\varepsilon(\lambda, f_1)) - \beta_\varepsilon(y_\varepsilon(\lambda, f_2)))dx \leq \lambda \frac{1}{\delta} \int_{E_\varepsilon} |b_\varepsilon^*(y_\varepsilon(\lambda, f_1)) - b_\varepsilon^*(y_\varepsilon(\lambda, f_2))| |D_\varepsilon| |\nabla(\beta_\varepsilon(y_\varepsilon(\lambda, f_1)) - \beta_\varepsilon(y_\varepsilon(\lambda, f_2)))|dx + |f_1 - f_2|_1,
\]

because, by virtue of (2.19),

\[
\int_{\mathbb{R}^d} G_\varepsilon(\beta_\varepsilon(y_\varepsilon, f_1) - \beta_\varepsilon(y_\varepsilon, f_2))X_\delta(\beta_\varepsilon(y_\varepsilon, f_1) - \beta_\varepsilon(y_\varepsilon, f_2))dx \geq 0.
\]

Set \( E_\varepsilon^\delta = \{|\beta_\varepsilon(y_\varepsilon(\lambda, f_1)) - \beta_\varepsilon(y_\varepsilon(\lambda, f_2))| \leq \delta\} \).

Since \( |\beta_\varepsilon(r_1) - \beta_\varepsilon(r_2)| \geq \varepsilon |r_1 - r_2| \), \( D_\varepsilon \in L^2(\mathbb{R}^d; \mathbb{R}^d) \), \( b_\varepsilon^* \in \text{Lip}(\mathbb{R}) \), \( y_\varepsilon(\lambda, f_i) \in H^1, \ i = 1, 2 \), and \( \nabla(\beta_\varepsilon(y_\varepsilon(\lambda, f_1)) - \beta_\varepsilon(y_\varepsilon(\lambda, f_2))) = 0 \), a.e. on \( \{\beta_\varepsilon(y_\varepsilon(\lambda, f_1)) - \beta_\varepsilon(y_\varepsilon(\lambda, f_2)) = 0\} \), we get that

\[
\lim_{\delta \to 0} \frac{1}{\delta} \int_{E_\varepsilon^\delta} |b_\varepsilon^*(y_\varepsilon(\lambda, f_1)) - b_\varepsilon^*(y_\varepsilon(\lambda, f_2))| |D_\varepsilon| |\nabla(\beta_\varepsilon(y_\varepsilon(\lambda, f_1)) - \beta_\varepsilon(y_\varepsilon(\lambda, f_2)))|dx = 0.
\]

This yields

\[
|y_\varepsilon(\lambda, f_1) - y_\varepsilon(\lambda, f_2)|_1 \leq |f_1 - f_2|_1, \ \forall \lambda \in (0, \lambda_\varepsilon). \quad (2.23)
\]

Hence,

\[
|y_\varepsilon(\lambda, f)|_1 \leq |f|_1, \ \forall \ f \in L^1 \cap L^2, \ \lambda \in (0, \lambda_\varepsilon). \quad (2.24)
\]

Now, let us remove the restriction on \( \lambda \in (0, \lambda_\varepsilon) \). To this purpose, define the operator \( A_\varepsilon : D_0(A_\varepsilon) \to L^1 \) by

\[
A_\varepsilon(y) := G_\varepsilon(\beta_\varepsilon(y)) + \text{div}(D_\varepsilon b_\varepsilon^*(y)),
\]

\[
D_0(A_\varepsilon) := \{y \in L^1 : G_\varepsilon(\beta_\varepsilon(y)) + \text{div}(D_\varepsilon b_\varepsilon^*(y)) \in L^1\},
\]
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and

\[ J^\varepsilon_\lambda(f) := y_\varepsilon(\lambda, f), \ f \in L^1 \cap L^2, \ \lambda \in (0, \lambda_\varepsilon). \]

Then, by (2.15) and since \( y_\varepsilon(\lambda, f) \in H^1 \),

\[ J^\varepsilon_\lambda(f) \in D_0(A_\varepsilon) \cap H^1 \text{ and } \beta_\varepsilon(J^\varepsilon_\lambda(f)) \in G^{-1}_\varepsilon(L^2), \]

\[
\forall f \in L^1 \cap L^2, \ \lambda \in (0, \lambda_\varepsilon). \tag{2.25}
\]

Furthermore, by (2.23), \( J^\varepsilon_\lambda \) extends by continuity to an operator \( J^\varepsilon_\lambda : L^1 \to L^1 \). We note that the operator \((A_\varepsilon, D_0(A_\varepsilon))\) is closed as an operator on \( L^1 \). Hence, by (2.23), \( J^\varepsilon_\lambda(L^1) \subset D_0(A_\varepsilon) \) and so, \( J^\varepsilon_\lambda(f) \) solves (2.10) for all \( f \in L^1 \).

Now let \( 0 < \lambda_1 < \lambda_\varepsilon \). Then, for \( \lambda \geq \lambda_1 \), the equation

\[ y + \lambda A_\varepsilon(y) = f \ (\in L^1), \ y \in D(A_\varepsilon), \]

(2.26)

can be rewritten as

\[ y + \lambda_1 A_\varepsilon(y) = \left(1 - \frac{\lambda_1}{\lambda}\right) y + \frac{\lambda_1}{\lambda} f, \]

equivalently,

\[ y = J^\varepsilon_{\lambda_1} \left(\left(1 - \frac{\lambda_1}{\lambda}\right) y + \frac{\lambda_1}{\lambda} f\right). \tag{2.27} \]

Taking into account that, by (2.23), \( |J^\varepsilon_{\lambda_1}(f_1) - J^\varepsilon_{\lambda_1}(f_2)|_1 \leq |f_1 - f_2|_1 \), it follows that (2.27) has a unique solution \( y_\varepsilon \in D(A_\varepsilon) \). Let \( J^\varepsilon_{\lambda_1}(f) := y_\varepsilon \), \( \lambda \in [\lambda_\varepsilon, \infty), \ f \in L^1 \), denote this solution to (2.26). Then, \( J^\varepsilon_{\lambda_1}(f) \) is the unique solution in \( D(A_\varepsilon) \) of (2.10) for all \( \lambda > 0, f \in L^1 \). By (2.27) we see that (2.23), (2.24) extend to all \( \lambda > 0, f \in L^1 \).

Let us prove that, for \( f \in L^1 \cap L^2 \),

\[ J^\varepsilon_{\lambda_1}(f) \in H^1 \text{ and } \beta_\varepsilon(J^\varepsilon_{\lambda_1}(f)) \in G^{-1}_\varepsilon(L^2) \text{ for all } \lambda > 0. \tag{2.28} \]

Here is the argument. Fix \( \lambda_1 \in [\lambda_\varepsilon/2, \lambda_\varepsilon) \) and set \( \lambda := 2\lambda_1 \). Define \( T : L^1 \to L^1 \) by

\[ T(y) := J^\varepsilon_{\lambda_1} \left(\frac{1}{2} y + \frac{1}{2} f\right), \ y \in L^1. \]
Then, as just proved, for any $f_0 \in L^1 \cap L^2$ we have $\lim_{n \to \infty} T^n(f_0) = J^\varepsilon_1(f)$ in $L^1$. It suffices to prove

$$J^\varepsilon_1(f) \in L^2,$$

(2.29)

because then $J^\varepsilon_1(f) = J^\varepsilon_1(g)$ with $g := \frac{1}{2} J^\varepsilon_1(f) + \frac{1}{2} f \in L^1 \cap L^2$, and so (2.28) follows by (2.25).

To prove (2.29), we note that by (2.25) we have, for $n \in \mathbb{N}$,

$$(I + \lambda_1 \Delta_\varepsilon)T^n(f_0) = \frac{1}{2} T^{n-1}(f_0) + \frac{1}{2} f$$

with $T^n(f_0) \in H^1$ and $\beta_\varepsilon(T^n(f_0)) \in G^{-1}_\varepsilon(L^2)$. Hence, multiplying this equation by $T^n(f_0)$ and integrating over $\mathbb{R}^d$ we find

$$|T^n f_0|^2 + \lambda_1|G_\varepsilon(\beta_\varepsilon(T^n(f_0))), \beta_\varepsilon^{-1}(\beta_\varepsilon(T^n(f_0)))|^2_2$$

$$= \lambda_1 \int_{\mathbb{R}^d} (D_\varepsilon b_\varepsilon^*(T^n(f_0))) \cdot \nabla(T^n(f_0)) d\xi + \left(\frac{1}{2} T^{n-1}(f_0) + \frac{1}{2} f, T^n(f_0)\right)_2 \quad (2.30)$$

We set

$$g_\varepsilon(r) := \int_0^r b_\varepsilon^*(\tau)d\tau, \quad r \in \mathbb{R}. \quad (2.31)$$

By Hypothesis (iii) we have

$$0 \leq g_\varepsilon(r) \leq |b_\varepsilon^*|_\infty r, \quad r \in \mathbb{R},$$

and so the right hand side of (2.30) is equal to

$$-\lambda_1(\text{div} D_\varepsilon, T^n(f_0))_2 + \left(\frac{1}{2} (T^{n-1}(f_0) + f), T^n(f_0)\right)_2.$$

By (2.20) we thus obtain

$$|T^n(f_0)|_2 \leq \lambda_1|b_\varepsilon^*|_\infty|\text{div} D_\varepsilon|^2_2|T^n(f_0)|_2 + \frac{1}{2}|T^n(f_0)|_2^2$$

$$+ \frac{1}{4}(|T^{n-1}(f_0)|_2^2 + |f|^2_2),$$

therefore, using Young's inequality we obtain

$$|T^n(f_0)|_2 \leq C_\varepsilon + \frac{2}{3}|T^{n-1}(f_0)|_2^2;$$

$$C_\varepsilon := \frac{16}{3} \lambda_1^2|b_\varepsilon^*|_\infty^2|\text{div} D_\varepsilon|^2_2 + \frac{2}{3}|f|^2_2.$$
Finally, we get

\[ |T^n(f_0)|^2_2 \leq C_\varepsilon \sum_{k=0}^{n} \left( \frac{2}{3} \right)^k + \left( \frac{2}{3} \right)^n |f_0|^2_2, \quad n \in \mathbb{N}. \]

Hence, we get

\[ |J_\lambda^\varepsilon(f)|^2_2 \leq \liminf_{n \to \infty} |T^n(f_0)|^2_2 \leq 3C_\varepsilon < \infty, \]

so, (2.29) holds for \( \lambda = 2\lambda_1 \), and finally we get (2.29) for all \( \lambda > 0 \). \( \Box \)

We set

\[ \lambda_0 := \left( \frac{1}{((\text{div } D)^- + |D|^\frac{1}{2} b|b|_\infty)} \right)^{-1}, \quad (2.32) \]

where \( \frac{1}{\varepsilon} := \infty \). Then, for \( f \in L^1 \cap L^\infty \) and \( y_\varepsilon := J_\lambda^\varepsilon(f), \lambda > 0 \), we have

\[ |y_\varepsilon|_\infty \leq (1 + |D| + (\text{div } D)^-|b|_\infty^\frac{1}{2})|f|_\infty, \quad \forall \lambda \in (0, \lambda_0). \quad (2.33) \]

Here is the argument. If \( M_\varepsilon = |(\text{div } D)^-|b|_\infty^\frac{1}{2}f|_\infty \), then we get by (2.10) that

\[ (y_\varepsilon - |f|_\infty - M_\varepsilon) + \lambda G_\varepsilon(\beta_\varepsilon(y_\varepsilon) - \beta_\varepsilon(|f|_\infty + M_\varepsilon)) + \lambda \Psi(\varepsilon)(\beta_\varepsilon(|f|_\infty + M_\varepsilon)) + \lambda \text{div}(D_\varepsilon(b_\varepsilon^*(y_\varepsilon) - b_\varepsilon^*(|f|_\infty + M_\varepsilon))) \leq 0, \quad (2.34) \]

because \( G_\varepsilon 1 = \Psi(\varepsilon) \) and \( F(1) = (2\pi)^\frac{d}{2} \delta_0 \). Multiplying with \( \chi_\delta((\beta_\varepsilon(y_\varepsilon) - \beta_\varepsilon(|f|_\infty + M_\varepsilon))^+ \) in (2.34), letting \( \delta \to 0 \) and using (2.19), we get by (2.11)

\[ y_\varepsilon \leq (1 + |D| + (\text{div } D)^-|b|_\infty^\frac{1}{2})|f|_\infty, \quad \text{a.e. in } \mathbb{R}^d, \]

and, similarly, for \( -y_\varepsilon \) which yields (2.33) for \( \lambda \in (0, \lambda_0) \). This yields

\[ |J_\lambda^\varepsilon(f)|_1 + |J_\lambda^\varepsilon(f)|_\infty \leq c_1, \quad \forall \varepsilon > 0, \quad \lambda \in (0, \lambda_0), \quad (2.35) \]

where \( c_1 = c_1(|f|_1, |f|_\infty) \) is independent of \( \varepsilon \) and \( \lambda \).

Now, fix \( \lambda \in (0, \lambda_0) \) and \( f \in L^1 \cap L^\infty \). For \( \varepsilon \in (0, 1] \) set \( y_\varepsilon := J_\lambda^\varepsilon(f) \).

Then, since \( \beta_\varepsilon(y_\varepsilon) \in H^1 \) and \( G_\varepsilon(\beta_\varepsilon(y_\varepsilon)) \in L^2 \) by (2.28),

\[ (y_\varepsilon, \beta_\varepsilon(y_\varepsilon))_2 + \lambda(G_\varepsilon(\beta_\varepsilon(y_\varepsilon)), \beta_\varepsilon(y_\varepsilon))_2 \]

\[ = \lambda \int_{\mathbb{R}^d} (D_\varepsilon b_\varepsilon^*(y_\varepsilon)) \cdot \nabla \beta_\varepsilon(y_\varepsilon) dr + (f, \beta_\varepsilon(y_\varepsilon))_2, \quad (2.36) \]
Setting
\[ \tilde{\Psi}_\varepsilon(r) := \int_0^r b_\varepsilon^*(\tau) \beta_\varepsilon'(\tau) d\tau, \quad r \in \mathbb{R}, \] (2.37)
by Hypotheses (iii), (iv) we have
\[ 0 \leq \tilde{\Psi}_\varepsilon(r) \leq \frac{1}{2} |b|_{\infty}(|\beta'|_{\infty} + 1)r^2, \quad \forall r \in \mathbb{R}, \]
and hence, since \( y_\varepsilon \in H^1 \), the right hand side of (2.36) is equal to
\[ -\lambda \int_{\mathbb{R}^d} \text{div} D_\varepsilon \tilde{\Psi}_\varepsilon(y_\varepsilon) dx + (f, \beta_\varepsilon(y_\varepsilon))_2, \]
which, because \((y_\varepsilon, \beta_\varepsilon(y_\varepsilon))_2 \geq 0\) and \( H^1 \subset H^\Psi \subset H^s \) (see (2.1)), by (2.11) and Hypothesis (iv) implies that
\[ \lambda |\beta_\varepsilon(y_\varepsilon)|^2_{H^\Psi,\varepsilon} \leq \frac{1}{2} \lambda |b|_{\infty}(|\beta'|_{\infty} + 1)(\text{div} D^- + |D|_{\infty}) |y_\varepsilon|^2 \\
+ \frac{1}{2} |\beta_\varepsilon(y_\varepsilon)|^2 + \frac{1}{2} |f|^2. \]
Since \( |\beta_\varepsilon(r)| \leq (\text{Lip}(\beta) + 1)|r|, \quad r \in \mathbb{R}, \) by (2.35) we obtain
\[ \sup_{\varepsilon \in (0,1)} |\beta_\varepsilon(y_\varepsilon)|^2_{H^\Psi,\varepsilon} \leq C, \] (2.38)
for some \( C \in (0, \infty) \). Obviously, we have for all \( u \in H^\Psi (\subset \dot{H}^\Psi) \) and all \( \varepsilon \in (0,1) \)
\[ |\Psi(-\Delta)^{\frac{1}{2}} u|^2 \leq |\Psi(\varepsilon I - \Delta)^{\frac{1}{2}} u|^2 \leq |\Psi(-\Delta) u|^2 + \Psi(\varepsilon)|u|^2, \] (2.39)
where we used the sub linearity of \( \Psi \) in the second step.

Hence, we conclude from (2.35) and (2.38) that (along a subsequence) as \( \varepsilon \to 0 \),
\[ \beta_\varepsilon(y_\varepsilon) \to z \text{ weakly in } H^\Psi, \text{ hence strongly in } L^2_{\text{loc}}(\mathbb{R}^d) \text{ (by (2.1))}, \]
\[ G_\varepsilon(\beta_\varepsilon(y_\varepsilon)) \to \Psi(-\Delta)z \text{ in } S', \]
\[ y_\varepsilon \to y \text{ weakly in } L^2 \text{ and weakly* in } L^\infty. \]

The second statement follows, because \( G_\varepsilon(\varphi) \to \Psi(-\Delta)\varphi \) in \( L^2 \) for all \( \varphi \in S \).
Hence (selecting another subsequence, if necessary), \( \beta(y_\varepsilon) \to z, \text{ a.e. Since} \)
\( \beta^{-1} \) is continuous, it follows that \( y_\varepsilon \to \beta^{-1}(z) = y \), a.e., and, therefore, \( z = \beta(y) \in H^\Psi \). Furthermore, we have

\[
b_\varepsilon^*(y_\varepsilon) \to b^*(y) \text{ weakly in } L^2.
\]

Recalling that \( y_\varepsilon \) solves (2.10), we can let \( \varepsilon \to 0 \) in (2.10) to find that

\[
y + \lambda \Psi(-\Delta)\beta(y) + \lambda \text{div}(Db^*(y)) = f \text{ in } S'.
\]

(2.40)

Since \( \beta \in \text{Lip}(\mathbb{R}) \), the operator \((A_0, D(A_0))\) defined in (1.11) is closed in \( L^1 \).

If \( y \) is as in (2.40), we define

\[
J_\lambda(f) := y \in D(A_0), \; \lambda \in (0, \lambda_0).
\]

Then (2.8) holds and it follows by (2.23) (which, as mentioned earlier, holds, in fact, for all \( \lambda > 0 \)) and Fatou’s lemma that for \( f_1, f_2 \in L^1 \cap L^\infty \)

\[
|J_\lambda(f_1) - J_\lambda(f_2)|_1 \leq |f_1 - f_2|_1.
\]

(2.41)

Hence \( J_\lambda \) extends continuously to all of \( L^1 \), still satisfying (2.41) for all \( f_1, f_2 \in L^1 \). Then it follows by the closedness of \((A_0, D(A_0))\) on \( L^1 \) that \( J_\lambda(f) \in D(A_0) \) and that it solves (2.40) for all \( f \in L^1 \).

Clearly, (2.6) and (2.7) follow from (2.16) and (2.33), respectively.

Hence, Lemma 2.2 is proved except for (2.4) and (2.5). Equation (2.4) is obvious, since by (2.2) it is equivalent to

\[
(I + \lambda_1 A_0)J_{\lambda_2}(f) = \frac{\lambda_1}{\lambda_2} f + \left(1 - \frac{\lambda_1}{\lambda_2}\right) J_{\lambda_2} f,
\]

or, equivalently,

\[
(I + \lambda_2 A_0)J_{\lambda_2}(f) = f.
\]

Now, let us prove (2.5). We may assume that \( f \in L^1 \cap L^\infty \) and set \( y := J_\lambda(f) \). Let \( \psi_n \in C_0^\infty(\mathbb{R}^d) \), \( \psi_n \uparrow 1 \), as \( n \to \infty \), \( \lim_{n \to \infty} \nabla \psi_n = 0 \) on \( \mathbb{R}^d \), with \( \sup_n |\nabla \psi_n|_\infty < \infty \). Define

\[
\varphi_n := (I + \Psi(-\Delta))^{-1} \psi_n = g_1^\Psi * \psi_n, \; n \in \mathbb{N},
\]

where \( g_1^\Psi \) is as in the Appendix. Then, we have by (A.2)

\[
\varphi_n \uparrow 1, \; \nabla \varphi_n \to 0 \text{ on } \mathbb{R}^d \text{ as } n \to \infty,
\]

(4.22)
Furthermore,  
\[ \Psi(-\Delta)\varphi_n = \psi_n - (I + \Psi(-\Delta))^{-1}\psi_n \in L^1 \cap L^\infty, \]
are bounded in \( L^\infty \) and, as \( n \to \infty \), \( \Psi(-\Delta)\varphi_n \to 0 \) \( dx \) – a.e. Hence,  
\[ \lim_{n \to \infty} \int_{\mathbb{R}^d} \Psi(-\Delta)\varphi_n \beta(y) dx = 0. \]  
(2.43)
Consequently, since \( \beta(y) \in L^1 \), \( y \in D(A) \) with \( A_0 y \in L^1 \), we have  
\[ \int_{\mathbb{R}^d} A_0 y dx = \lim_{n \to \infty} \int_{\mathbb{R}^d} \varphi_n A_0 y dx \]
\[ = -\int_{\mathbb{R}^d} \beta(y) dx + \lim_{n \to \infty} \int_{\mathbb{R}^d} (I + \Psi(-\Delta))\beta(y) + \text{div}(Db^*(y)) s' \]
\[ = -\int_{\mathbb{R}^d} \beta(y) dx + \lim_{n \to \infty} \int_{\mathbb{R}^d} (I + \Psi(-\Delta))\varphi_n \beta(y) dx + \lim_{n \to \infty} \int_{\mathbb{R}^d} \nabla \varphi_n \cdot Db^*(y) dx, \]
which by (2.42) and (2.43) is equal to zero. Hence, integrating the equation  
\[ y + \lambda A_0 y = f \text{ over } \mathbb{R}^d, \]  
(2.5) follows. \( \square \)

Now, define the operator \( A \) by  
\[ D(A) := J_\lambda(L^1) (\subset D(A_0)), \]
\[ A(y) := A_0(y), \ y \in D(A). \]  
(2.44)
It is easily seen that \( J_\lambda(L^1) \) is independent of \( \lambda \in (0, \lambda_0) \) and that  
\[ J_\lambda = (I + \lambda A)^{-1}, \ \lambda \in (0, \lambda_0). \]
Therefore, we have

**Lemma 2.3.** Under Hypotheses (i)–(iv), the operator \( A \) is \( m \)-accretive in \( L^1 \) and \( (I + \lambda A)^{-1} = J_\lambda, \ \lambda \in (0, \lambda_0) \). Moreover, if \( \beta \in C^\infty(\mathbb{R}) \), then \( \overline{D(A)} = L^1 \).

(Here, \( \overline{D(A)} \) is the closure of \( D(A) \) in \( L^1 \).) Indeed, if \( \beta \in C^\infty(\mathbb{R}) \), then by assumption (ii)  
\[ A_0(\varphi) = \Psi(-\Delta)\beta(\varphi) + \text{div}(Db(\varphi)\varphi) \in L^1, \ \forall \varphi \in C^\infty_0(\mathbb{R}^d), \]
and so \( \overline{D(A)} = L^1 \), as claimed.
Then, by the Crandall & Liggett theorem (see, e.g., [1], p. 131), the Cauchy problem (1.10) has, for each $u_0 \in D(A)$, a unique mild solution $u = u(t, u_0) \in C([0, \infty); L^1)$ and $S(t)u_0 = u(t, u_0)$ is a $C_0$-semigroup of contractions on $L^1$, that is,

$$|S(t)u_0 - S(t)\bar{u}_0|_1 \leq |u_0 - \bar{u}_0|_1, \forall u_0, \bar{u}_0 \in \overline{D(A)},$$

$$S(t + \tau)u_0 = S(t, S(\tau)u_0), \forall t, \tau > 0; u_0 \in \overline{D(A)},$$

$$\lim_{t \to 0} S(t)u_0 = u_0 \text{ in } L^1(\mathbb{R}^d).$$

Moreover, by (2.7) and the exponential formula

$$S(t)u_0 = \lim_{n \to \infty} \left( J^n t \right)^{-n} u_0, \forall t \geq 0,$$

it follows that

$$|S(t)u_0|_{\infty} \leq e^{\gamma t}|u_0|_{\infty}, \forall t \geq 0,$$

where $\gamma = (1 + ||D| + (\text{div } D)|^2)^{\frac{1}{2}}$. Hence, if $u_0 \in L^1 \cap L^\infty$, then $S(t)u_0 \in L^\infty((0, T) \times \mathbb{R}^d)$, $T > 0$. Furthermore, by (2.6) if $u_0 \geq 0$, then $S(t)u_0 \geq 0$.

Let us show now that $u = S(t)u_0$ is a Schwartz distributional solution, that is, (1.14) holds. By (1.12), we have

$$\int_0^\infty dt \left( \int_{\mathbb{R}^d} \varphi(t, x)(u_h(t, x) - u_h(t - h, x)) \right) dx$$

$$+ \int_{\mathbb{R}^d} (\varphi(t, x)\Psi(-\Delta)\beta(u_h(t, x))) - \nabla_x \varphi(t, x) \cdot D(x)b^*(u_h((x))) dx = 0,$$

$$\forall \varphi \in C_0^\infty([0, \infty) \times \mathbb{R}^d).$$

This yields

$$\frac{1}{h} \int_0^\infty dt \left( \int_{\mathbb{R}^d} u_h(t, x)(\varphi(t + h, x) - \varphi(t, x)) \right) dx$$

$$+ \int_{\mathbb{R}^d} (\beta(u_h(t, x))\Psi(-\Delta)\varphi(t, x) - \nabla_x \varphi(t, x) \cdot D(x)b^*(u_h(t, x))) dx$$

$$+ \frac{1}{h} \int_0^h dt \int_{\mathbb{R}^d} u_0(x)\varphi(t, x) dx = 0, \forall \varphi \in C_0^\infty([0, \infty) \times \mathbb{R}^d).$$

Taking into account that, by (1.12) and assumptions (i)–(iii), $\beta(u_h) \to \beta(u)$, $b^*(u_h) \to b^*(u)$ in $C([0, T]; L^1)$ as $h \to 0$ for each $t > 0$, we get that (1.14) holds.

We have, therefore, the following existence result for equation (1.1).
Theorem 2.4. Assume $s \in \left(\frac{1}{2}, 1\right)$ and that Hypotheses (i)–(v) hold. Then, there is a $C_0$-semigroup of contractions $S(t) : L^1 \rightarrow L^1$, $t \geq 0$, such that for each $u_0 \in D(A)$, which is $L^1$ if $\beta \in C^\infty(\mathbb{R})$, $u(t, u_0) = S(t)u_0$ is a mild solution to (1.1). Moreover, if $u_0 \geq 0$, a.e. on $\mathbb{R}^d$,

$$u(t, u_0) \geq 0, \text{ a.e. on } \mathbb{R}^d, \forall t \geq 0,$$

(2.45)

$$\int_{\mathbb{R}^d} u(t, u_0)(x)dx = \int_{\mathbb{R}^d} u_0(x)dx, \forall t \geq 0.$$  

(2.46)

Moreover, $u$ is a distributional solution to (1.1) on $[0, \infty) \times \mathbb{R}^d$. Finally, if $u_0 \in L^1 \cap L^\infty$, then all above assertions remain true, if we drop the assumption $\beta \in \text{Lip}(\mathbb{R})$ from Hypothesis (i), and additionally we have that $u \in L^\infty((0, T) \times \mathbb{R}^d), T > 0$.

3 The uniqueness of distributional solutions

In general, the mild solution $u$ given by Theorem 2.4 is not unique because the operator $A$ constructed in Lemma 2.3 depends on the approximating operators $A_{\varepsilon}y \equiv \Psi(\varepsilon I - \Delta)\beta_\varepsilon(y) + \text{div}(D\varepsilon b_\varepsilon(y)y)$ and so $u = S(t)u_0$ may be viewed as a viscosity-mild solution to (1.1). However, as seen here, this mild solution is even unique in the much larger class of distributional solutions under the following hypotheses on $\beta, b$ and $D$:

- (j) $\beta \in C^1(\mathbb{R}), \beta'(r) > 0, \forall r \in \mathbb{R}, \beta(0) = 0.$
- (jj) $D \in L^\infty(\mathbb{R}^d; \mathbb{R}^d)$.
- (jjj) $b \in C^1(\mathbb{R}).$

Namely, we have

Theorem 3.1. Assume that $0 < T < \infty, \ d \geq 2$, and that Hypotheses (j)–(jjj) and (v) hold. Let $y_1, y_2 \in L^\infty((0, T) \times \mathbb{R}^d)$ be two distributional solutions to (1.1) on $(0, T) \times \mathbb{R}^d$ (in the sense of (1.14)) such that $y_1 - y_2 \in L^1((0, T) \times \mathbb{R}^d) \cap L^\infty(0, T; L^2)$ and

$$\lim_{t \to 0} \text{ess sup}_{s \in (0, t)} |(y_1(s) - y_2(s), \varphi)_2| = 0, \forall \varphi \in C^\infty_0(\mathbb{R}^d).$$

(3.1)

Then $y_1 \equiv y_2$. If $D \equiv 0$, then Hypothesis (j) can be relaxed to

- (j)’ $\beta \in C^1(\mathbb{R}), \beta'(r) \geq 0, \forall r \in \mathbb{R}, \beta(0) = 0.$
Proof. (The proof is similar to that of Theorem 3.1 in [6], but it has to be adapted substantially.) Replacing, if necessary, the functions $\beta$ and $b$ by

$$\beta_N(r) = \begin{cases} 
\beta(r) & \text{if } |r| \leq N, \\
\beta'(N)(r - N) + \beta(N) & \text{if } r > N, \\
\beta'(-N)(r + N) + \beta(-N) & \text{if } r < -N,
\end{cases}$$

and

$$b_N(r) = \begin{cases} 
b(r) & \text{if } |r| \leq N, \\
b'(N)(r - N) + b(N) & \text{if } r > N, \\
b'(-N)(r + N) + b(-N) & \text{if } r < -N,
\end{cases}$$

where $N \geq \max\{|y_1|_{\infty}, |y_2|_{\infty}\}$, by (j) we may assume that $\beta', b' \in C_b(\mathbb{R}), \, \beta' > \alpha_2 \in (0, \infty)$ (3.2)

and, therefore, we have

$$\alpha_1 |\beta(r) - \beta(\bar{r})| \geq |b^*(r) - b^*(\bar{r})|, \quad \forall r, \bar{r} \in \mathbb{R}, \quad (3.3)$$

$$\frac{1}{\alpha_3} |\beta(r) - \beta(\bar{r})| \geq \alpha_3 |\beta(r) - \beta(\bar{r})|^2, \quad \forall r, \bar{r} \in \mathbb{R}, \quad (3.4)$$

where $b^*(r) = b(r)r, \, \alpha_1 \geq 0$, and $\alpha_3 := |\beta'|_{\infty}^{-1}$. We set

$$\Phi_\varepsilon(y) = (\varepsilon I + \Psi(\Delta))^{-1}y, \quad \forall y \in L^2, \quad (3.5)$$

$$z = y_1 - y_2, \quad w = \beta(y_1) - \beta(y_2), \quad b^*(y_i) \equiv b(y_i)y_i, \quad i = 1, 2.$$

As seen in the Appendix, the operator $\Phi_\varepsilon$ is well defined. Moreover, it follows that $\Phi_\varepsilon : L^p \to L^p, \forall p \in [1, \infty]$ and

$$\varepsilon |\Phi_\varepsilon(y)|_p \leq |y|_p, \quad \forall y \in L^p, \quad \varepsilon > 0. \quad (3.6)$$

We have

$$z_\varepsilon + \Psi(-\Delta)w + \text{div } D(b^*(y_1) - b^*(y_2)) = 0 \text{ in } \mathcal{D}'([0, T) \times \mathbb{R}^d).$$

We set

$$z_\varepsilon = z \ast \theta_\varepsilon, \quad w_\varepsilon = w \ast \theta_\varepsilon, \quad \zeta_\varepsilon = (D(b^*(y_1) - b^*(y_2))) \ast \theta_\varepsilon, \quad (3.7)$$

where $\theta \in C_0^\infty(\mathbb{R}^d), \, \theta_\varepsilon(x) \equiv \varepsilon^{-d} \theta \left(\frac{x}{\varepsilon}\right)$ is a standard mollifier. We note that $z_\varepsilon, w_\varepsilon, \zeta_\varepsilon, \Psi(-\Delta)w_\varepsilon, \text{div } \zeta_\varepsilon \in L^2(0, T; L^2)$ and we have
By (3.9)–(3.11) it follows that

\[(z_\varepsilon)_t + \Psi(-\Delta)w_\varepsilon + \text{div} \zeta_\varepsilon = 0 \text{ in } \mathcal{D}'(0, T; L^2).\]  

This yields \(\Phi_\varepsilon(z_\varepsilon), \Phi_\varepsilon(w_\varepsilon), \text{div} \Phi_\varepsilon(\zeta_\varepsilon) \in L^2(0, T; L^2)\) and

\[(\Phi_\varepsilon(z_\varepsilon))_t = -\Psi(-\Delta)\Phi_\varepsilon(w_\varepsilon) - \text{div}\Phi_\varepsilon(\zeta_\varepsilon) = 0 \text{ in } \mathcal{D}'(0, T; L^2).\]  

By (3.8), (3.9) it follows that \((z_\varepsilon)_t = \frac{d}{dt} z_\varepsilon, (\Phi_\varepsilon(z))_t = \frac{d}{dt} \Phi_\varepsilon(z_\varepsilon) \in L^2(0, T; L^2)\). This implies that \(z_\varepsilon, \Phi_\varepsilon(z_\varepsilon) \in H^1(0, T; L^2)\) and both \([0, T] \ni t \mapsto z_\varepsilon(t) \in L^2\) and \([0, T] \ni t \mapsto \Phi_\varepsilon(z_\varepsilon(t)) \in L^2\) are absolutely continuous. Moreover, it follows by (3.6) and (3.9) that

\[\Phi_\varepsilon(z_\varepsilon), \Phi_\varepsilon(w_\varepsilon) \in L^2(0, T; L^2).\]  

We set \(h_\varepsilon(t) = (\Phi_\varepsilon(z_\varepsilon(t)), z_\varepsilon(t))_2\) and get

\[h_\varepsilon'(t) = 2(z_\varepsilon(t), (\Phi_\varepsilon(z_\varepsilon(t)))_t)_2\]  

\[= 2(\varepsilon \Phi_\varepsilon(w_\varepsilon(t)) - w_\varepsilon(t) - \text{div} \Phi_\varepsilon(\zeta_\varepsilon(t)), z_\varepsilon(t))_2\]  

\[= 2\varepsilon(\Phi_\varepsilon(z_\varepsilon(t)), w_\varepsilon(t))_2 + 2(\nabla \Phi_\varepsilon(z_\varepsilon(t)), \zeta_\varepsilon(t))_2\]  

\[-2(z_\varepsilon(t), w_\varepsilon(t))_2, \text{ a.e. } t \in (0, T).\]  

By (3.9)–(3.11) it follows that \(t \mapsto h_\varepsilon(t)\) has an absolutely continuous \(dt\)-version on \([0, T]\) which we shall consider from now on. Since, by (3.4), we have

\[(z_\varepsilon(t), w_\varepsilon(t))_2 \geq \alpha_3 |w(t)||\theta_\varepsilon|_2^2 + \gamma_\varepsilon(t),\]  

\[\gamma_\varepsilon(t) := (z_\varepsilon(t), w_\varepsilon(t))_2 - (z(t), w(t))_2,\]  

we get, by (3.3) and (3.10),

\[
0 \leq h_\varepsilon(t) \leq h_\varepsilon(0) + 2\varepsilon \int_0^t |\Phi_\varepsilon(z_\varepsilon(s)), w_\varepsilon(s))_2 ds - 2\alpha_2 \int_0^t |w_\varepsilon(s)|_2^2 ds
+ 2\alpha_1 D_\infty \int_0^t |\nabla \Phi_\varepsilon(z_\varepsilon(s))|_2|w_\varepsilon(s)|_2 ds + 2 \int_0^t |\gamma_\varepsilon(s)| ds, \forall t \in [0, T].
\]  

Moreover, since \(z \in L^\infty((0, T) \times \mathbb{R}^d)\), by (3.6) we have

\[|\Phi_\varepsilon(z_\varepsilon(t))|_\infty \leq |z_\varepsilon(t)|_\infty \leq |z(t)|_\infty, \text{ a.e. } t \in (0, T).\]  

As \(t \to \Phi_\varepsilon(z_\varepsilon(t))\) has an \(L^2\) continuous version on \([0, T]\), there exists \(f \in L^2\) such that \(\lim_{t \to 0} \Phi_\varepsilon(z_\varepsilon(t)) = f \) in \(L^2\). Furthermore, for every \(\varphi \in C^\infty_0(\mathbb{R}^d), s \in (0, T)\),

\[0 \leq h_\varepsilon(s) \leq |\Phi_\varepsilon(z_\varepsilon(s)) - f|_2|z_\varepsilon(s)|_2 + |f - \varphi|_2|z_\varepsilon(s)|_2 + |(\varphi \theta_\varepsilon, z(s))_2|,\]  

and so, by (3.1),

\[21\]
\[0 \leq h_\varepsilon(0+) = \lim_{t \downarrow 0} h_\varepsilon(t) = \lim_{t \to 0} \text{ess sup}_{s \in (0,t)} h_\varepsilon(s) \leq \left( \lim_{t \to 0} |\Phi_\varepsilon(z_\varepsilon(t)) - f|_2 + |f - \varphi|_2 \right) |z_\varepsilon|_{L^\infty(0,T;L^2)} + \lim_{t \to 0} \text{ess sup}_{s \in (0,t)} |(\varphi \ast \theta_\varepsilon, z(s))_2| = |f - \varphi|_2 |z_\varepsilon|_{L^\infty(0,T;L^2)}.
\]

Since \(C_0^\infty(\mathbb{R}^d)\) is dense in \(L^2(\mathbb{R}^d)\), we find
\[h_\varepsilon(0+) = 0. \tag{3.16}\]

On the other hand, taking into account that, for a.e. \(t \in (0,T)\),
\[\varepsilon \Phi_\varepsilon(z_\varepsilon(t)) + \Psi(-\Delta)\Phi_\varepsilon(z_\varepsilon(t)) = z_\varepsilon(t), \tag{3.17}\]
we get that, for a.e. \(t \in (0,T)\),
\[\varepsilon |\Phi_\varepsilon(z_\varepsilon(t))|_2^2 + |(\Psi(-\Delta)\Phi_\varepsilon(z_\varepsilon(t))|_2^2 = (z_\varepsilon(t), \Phi_\varepsilon(z_\varepsilon(t)))_2 = h_\varepsilon(t), \tag{3.18}\]
\[\varepsilon |(\Phi_\varepsilon(z_\varepsilon(t), w_\varepsilon(t)))_2| \leq \varepsilon |\Phi_\varepsilon(z_\varepsilon(t))|_\infty |w_\varepsilon(t)|_1 \leq |z(t)|_\infty |w(t)|_1. \tag{3.19}\]

By (3.17), we have
\[\mathcal{F}(\Phi_\varepsilon(z_\varepsilon(t))) = (\varepsilon + \Psi(|\xi|^2))^{-1} \mathcal{F}(z_\varepsilon(t)). \tag{3.20}\]

Therefore, by Parseval’s formula,
\[|\nabla \Phi_\varepsilon(z_\varepsilon(t))|_2^2 = \int_{\mathbb{R}^d} \frac{|\mathcal{F}(z_\varepsilon(t))(\xi)|^2 |\xi|^2}{\varepsilon + \Psi(|\xi|^2)} d\xi, \quad \forall t \in (0,T), \]
\[h_\varepsilon(t) = \int_{\mathbb{R}^d} \frac{|\mathcal{F}(z_\varepsilon(t))(\xi)|^2}{\varepsilon + \Psi(|\xi|^2)} d\xi, \quad \forall t \in (0,T). \]

Then, by (1.9) this yields for some \(C \in (0,\infty)\) independent of \(\varepsilon\)
\[|\nabla \Phi_\varepsilon(z_\varepsilon(t))|_2^2 \leq CR^{2(1-s)} \int_{|\xi| \leq R} \frac{|\mathcal{F}(z_\varepsilon(t))(\xi)|^2}{\varepsilon + \Psi(|\xi|^2)} d\xi \]
\[+ C \int_{|\xi| \geq R} |\mathcal{F}(z_\varepsilon(t))(\xi)|^2 |\xi|^{2(1-2s)} d\xi \]
\[\leq CR^{2(1-s)} h_\varepsilon(t) + CR^{2(1-2s)} |z_\varepsilon(t)|_2^2, \tag{3.21}\]
\[\forall t \in (0,T), \; R > 0, \text{ because } 2s \geq 1. \]
We shall now prove that
\[
\lim_{\varepsilon \to 0} \varepsilon (\Phi_\varepsilon(z_\varepsilon(t)), w_\varepsilon(t))_2 = 0, \text{ a.e. } t \in (0, T).
\] (3.22)

By (3.20) and (1.9) it follows for some $C \in (0, \infty)$ independent of $\varepsilon$
\[
|\Phi_\varepsilon(z_\varepsilon(t)), w_\varepsilon(t))_2| = |\mathcal{F}(\Phi_\varepsilon(z_\varepsilon(t))), \mathcal{F}(w_\varepsilon(t)))_2|
\leq C \int_{\mathbb{R}^d} \frac{|\mathcal{F}(z_\varepsilon(t))(\xi)| |\mathcal{F}(w_\varepsilon(t))(\xi)|}{\varepsilon + |\xi|^{2s}} d\xi
\leq C \left( \int_{\mathbb{R}^d} \frac{|\mathcal{F}(z_\varepsilon(t))|^2}{\varepsilon + |\xi|^{2s}} d\xi \right)^{\frac{1}{2}} |w_\varepsilon(t)|_2,
\]
and since
\[
\mathcal{F}(z_\varepsilon(t)) = \mathcal{F}((\varepsilon I + (-\Delta)^s)^{-1}z_\varepsilon(t)), \quad t \in (0, T),
\]
this yields
\[
|\Phi_\varepsilon(z_\varepsilon(t)), w_\varepsilon(t))_2| \leq C |(\varepsilon I + (-\Delta)^s)^{-1}z_\varepsilon(t)|_2 |w(t)|_2.
\] (3.23)

On the other hand, for each $f \in L^2(\mathbb{R}^d)$, by [6, Appendix] we have
\[
(\varepsilon I + (-\Delta)^s)^{-1}f(x) = \int_{\mathbb{R}^d} g_\varepsilon^s(x - \xi)f(\xi)d\xi,
\] (3.24)
where
\[
g_\varepsilon^s(x) = \int_{0}^{\infty} e^{-\varepsilon \tau} d\tau \int_{0}^{\infty} e^{-\frac{|\xi|^2}{4\tau}} \eta_\varepsilon^s(dr),
\]
and $(\eta_\varepsilon^s)_{\tau \geq 0}$ is the one-sided stable semigroup of order $s \in \left(\frac{1}{2}, 1\right)$.

By (A.4), (A.7) and (A.10) in [6], we have
\[
\varepsilon \int_{\mathbb{R}^d} g_\varepsilon^s(x)dx = 1,
\] (3.25)
\[
g_\varepsilon^s \in L^\infty(\mathbb{R}^d \setminus B_R(0)), \quad \forall R > 0, \quad g_\varepsilon^s(x) = \varepsilon^{d-2s} g_1^s(\varepsilon^{\frac{1}{2s}} x),
\] (3.26)
where $B_R(0)$ is the ball of radius $R$ around the origin in $\mathbb{R}^d$.

Then, by (3.24)–(3.26), we have via the Young inequality
\[\varepsilon \left( \| \varepsilon I + (-\Delta)^s \|_2\right) \leq \varepsilon \| g_{\varepsilon}^s \ast z_\varepsilon(t) \|_2 + \varepsilon \| g_{\varepsilon}^s \ast z_\varepsilon(\tau) \|_{L^\infty} \| g_{\varepsilon}^s \ast z_\varepsilon(t) \|_{L^\infty}^{\frac{1}{2}} \]

\[\leq \varepsilon \frac{1}{2} \left| z_\varepsilon(t) \right|_{H^s}^2 \sup_{x \in \mathbb{R}^d} \left( \int_{\mathbb{R}^d} g_{\varepsilon}^s(x - \xi) |z_\varepsilon(t)(\xi)|d\xi \right)^{\frac{1}{2}} \]

\[\leq \varepsilon \frac{d}{2} \sup_{x \in \mathbb{R}^d} \left( \int_{\mathbb{R}^d} g_{\varepsilon}^s \left( \varepsilon \frac{1}{2} (x - \xi) \right) |z_\varepsilon(t)(\xi)|d\xi \right)^{\frac{1}{2}} |z(t)|_{L^1}^{\frac{1}{2}} \]  \( (3.27) \)

\[\leq C_\delta \varepsilon \frac{d}{2} |z(t)|_{L^1} < \infty, \]

where \( C_\delta = \sup \{ g_1^s(\xi); |\xi| > \delta \} \). Now, letting first \( \varepsilon \to 0 \) and then \( \delta \to 0 \), (3.22) follows by (3.23) and (3.25).

Then, by (3.19) it follows that

\[\lim_{\varepsilon \to 0} \int_0^t (\Phi_\varepsilon(z_\varepsilon(s)), w_\varepsilon(s))_2ds = 0, \quad t \in [0, T].\]  \( (3.28) \)

Next, by (3.14), (3.16) and (3.21), we have

\[0 \leq h_\varepsilon(t) \leq 2\varepsilon \int_0^t |(\Phi_\varepsilon(z_\varepsilon(r)), w_\varepsilon(r))_2|dr - 2\alpha_3 \int_0^t |w_\varepsilon(r)|_2^2 dr + 2 \alpha_1 |D|_\infty \int_0^t |\nabla \Phi_\varepsilon(z_\varepsilon(r))|_2 |w_\varepsilon(r)|_2^2 dr + 2 \int_0^t |\gamma_\varepsilon(r)|_2 dr \]

\[\leq \eta_\varepsilon(t) + 2\alpha_1 |D|_\infty C_\frac{1}{2} \int_0^t \left( R^{1-s} h_\varepsilon^\frac{1}{2}(r) + R^{1-2s} |z_\varepsilon(r)|_2 \right) |w_\varepsilon(r)|_2^2 dr \]

\[-2\alpha_3 \int_0^t |w_\varepsilon(r)|_2^2 dr, \quad \forall t \in [0, T], \quad R > 0, \]

where \( \eta_\varepsilon(t) := 2\varepsilon \int_0^t |(\Phi_\varepsilon(z_\varepsilon(r)), w_\varepsilon(r))_2|dr + 2 \int_0^t |\gamma_\varepsilon(r)|_2 dr. \)

This yields

\[0 \leq h_\varepsilon(t) \leq \eta_\varepsilon(t) + 2\alpha_1 |D|_\infty C_\frac{1}{2} \left( R^{2(1-s)} \lambda \int_0^t h_\varepsilon(r) dr + \int_0^t \left( R^{1-2s} |z_\varepsilon(r)|_2^2 \right) \right) \]

\[+ \left( \frac{1}{4\lambda} + R^{1-2s} \right) |w_\varepsilon(r)|_2^2 dr \quad - 2\alpha_3 \int_0^t |w_\varepsilon(r)|_2^2 dr, \quad \forall \lambda > 0, \quad R > 0. \]  \( (3.29) \)
Taking into account that, by (3.2),
\[ |z(t)|_2 \leq \alpha_2^{-1}|w(t)|_2, \quad \forall t \in (0, T), \tag{3.30} \]
we have
\[ |z_\varepsilon(t)|_2 \leq \alpha_2^{-1}|w_\varepsilon(t)|_2 + \nu_\varepsilon(t), \quad \forall t \in (0, T), \tag{3.31} \]
where \( \nu_\varepsilon(t) := \alpha_2^{-1}|w(t) - w_\varepsilon(t)|_2 \). Then, for
\[ \tilde{\eta}_\varepsilon(t) := \eta_\varepsilon(t) + \int_0^t \nu_\varepsilon(r)dr, \]
we get for \( \lambda, R > 0, \) large enough
\[ 0 \leq h_\varepsilon(t) \leq \tilde{\eta}_\varepsilon(t) + C \int_0^t h_\varepsilon(r)dr, \quad \text{for } t \in [0, T], \tag{3.32} \]
where \( C > 0 \) is independent of \( \varepsilon \) and \( \lim_{\varepsilon \to 0} \tilde{\eta}_\varepsilon(t) = 0 \) for all \( t \in [0, T] \).

By (3.32), it follows that
\[ 0 \leq h_\varepsilon(t) \leq \tilde{\eta}_\varepsilon(t) \exp(Ct), \quad \forall t \in [0, T]. \tag{3.33} \]

This implies that \( h_\varepsilon(t) \to 0 \) as \( \varepsilon \to 0 \) for every \( t \in [0, T] \), hence by (3.18) the left hand side of (3.17) converges to zero in \( S' \). Thus, \( 0 = \lim_{\varepsilon \to 0} z_\varepsilon(t) = z(t) \) in \( S' \) for a.e. \( t \in (0, T) \), which implies \( y_1 \equiv y_2 \). If \( D \equiv 0 \), we see by (3.14) and (3.16) that \( 0 \leq h_\varepsilon(t) \leq \eta_\varepsilon(t), \forall t \in (0, T) \), and so by (3.28) the conclusion follows without invoking that \( \beta' > 0 \), which was only used to have (3.30). \( \Box \)

**Remark 3.2.** It should be noted that Theorem 3.1 is compatible with Theorem 2.4 because under Hypotheses (i)–(v) there is an \( L^1(0, T; \mathbb{R}^d) \cap L^\infty(0, T; \mathbb{R}^d) \) distributional solution to (1.1).

Similarly as Theorem 3.1, one also obtains linearized uniqueness for equation (1.14).

**Theorem 3.3.** Under the assumptions of Theorem 3.1, let \( T > 0, u \in L^\infty((0, T) \times \mathbb{R}^d) \) and let \( y_1, y_2 \in L^\infty((0, T) \times \mathbb{R}^d) \) with \( y_1 - y_2 \in L^1((0, T) \times \mathbb{R}^d) \cap L^\infty(0, T; L^2) \) be two distributional solutions to the equation
\[ y_t + \Psi(-\Delta) \left( \frac{\beta(u)}{u} y \right) + \text{div}(y D\beta(u)) = 0 \text{ on } (0, T) \times \mathbb{R}^d, \tag{3.34} \]
\[ y(0) = u_0, \]
where \( u_0 \) is a measure of finite variation on \( \mathbb{R}^d \) and \( \frac{\beta(0)}{0} := \beta'(0) \). If (3.1) holds, then \( y_1 \equiv y_2 \).
Proof. The proof is essentially the same as that of Theorem 3.1 and, therefore, it will be sketched only. We note first that, by Hypotheses (j)–(jjj),

$$\frac{\beta(u)}{u}, \ b(u) \in L^\infty((0,T) \times \mathbb{R}^d),$$

and, by (3.2)–(3.5),

$$|Db(u)| \leq C_1 \left| \frac{\beta(u)}{u} \right| \leq C_2 \left| \frac{\beta(u)}{u} \right| \geq \alpha_2, \text{ a.e. in } (0,T) \times \mathbb{R}^d.$$ 

If \(z = y_1 - y_2, \ w = \frac{\beta(u)}{u} (y_1 - y_2),\) we have therefore

$$wz \geq \alpha_2 |w|^2, \quad \text{a.e. on } (0,T) \times \mathbb{R}^d, \quad (3.35)$$

$$|Db(u)z| \leq C_2 |w|, \quad \text{a.e. on } (0,T) \times \mathbb{R}^d. \quad (3.36)$$

We have

$$z_t + \Psi(-\Delta) + \text{div}(Db(u)z) = 0 \text{ in } (0,T) \times \mathbb{R}^d,$$

and this yields (see (3.8))

$$(z_\varepsilon)_t + \Psi(-\Delta)w_\varepsilon + \text{div} \zeta_\varepsilon = 0 \text{ in } (0,T) \times \mathbb{R}^d, \quad (3.37)$$

where \(z_\varepsilon, w_\varepsilon\) are as in (3.7) and \(\zeta_\varepsilon = (D(b(u))z) * \theta_\varepsilon.\) If \(\Phi_\varepsilon\) is given by (3.5), by (3.37) we get (3.9) and, if \(h_\varepsilon(t) = (\Phi_\varepsilon(z_\varepsilon(t), z_\varepsilon(t))),\) then (3.11) follows and so, by (3.35) we get also in this case the estimates (3.12) and (3.14). From now on the proof is exactly the same as that of Theorem 3.1. Namely, one gets that \(h_\varepsilon(0^+) = 0\) and also that (3.21) and (3.28) hold. Finally, one gets (3.29) and, taking into account (3.30)–(3.31), one obtains that (3.33) holds and so \(z \equiv 0,\) as claimed. \(\square\)

4 Applications to corresponding nonlinear martingale problems

In this section we fix \(T \in (0, \infty)\) and need the following additional hypotheses on \(\Psi:\)

(vi) \(\int_1^\infty \log s \mu(ds) < \infty.\)

This is e.g. fulfilled if \(\mu\) is as in (1.8).
4.1 Existence

Assume that Hypotheses (i)–(vi) hold and consider the nonlocal Kolmogorov operator corresponding to (1.1), i.e.,

\[ K_u(t) f(x) = \frac{\beta(u(t, x))}{u(t, x)} \bigg( \Psi(-\Delta) f(x) + b(u(t, x)) \bigg) \cdot \nabla f(x), \quad x \in \mathbb{R}^d, \]  

(4.1)

where \( f \in C_c^2 := C_c^2(\mathbb{R}^d) \) and \( u \) is the solution to (1.1) from Theorem 2.4 with initial condition \( u_0 \in L^1 \cap L^\infty \).

By Theorem 13.6 in [22] it follows that, for all \( f \in C_c^2 \),

\[
(\Psi(-\Delta) f)(x) = \int_{(0,\infty)} \int_{\mathbb{R}^d} (f(x) - f(x+z)) \frac{1}{\sqrt{4\pi t}} e^{-|z|^2/4t} d\mu(dt)
= \int_{\mathbb{R}^d} (f(x) - f(x+z)) \nu(|z|) dz,
\]

(4.2)

where

\[
\nu(r) = \int_{(0,\infty)} \frac{1}{\sqrt{4\pi t}} e^{-r^2/4t} \mu(dt), \quad r \in (0, \infty).
\]

Then, since \( \frac{\beta(u)}{u} \in L^\infty((0,T) \times \mathbb{R}^d) \), by (vi) it is easily seen that \( K_u(t) \) is a Kolmogorov operator of the type considered in Section 1.2 in [21], which satisfies condition (1.18) in [21]. Thus, by Theorem 1.5 ("superposition principle") in [21] and Remark 1.6 in [21], we get

**Theorem 4.1.** Under Hypotheses (i)–(vi), there exists a probability measure \( \mathbb{P} \) on the Skorohod space \( D([0,T]; \mathbb{R}^d) \), which is a solution to the martingale problem corresponding to \( (K_u(t), C_c^2) \) in the sense of Definition 1.3 in [21] with one dimensional time marginal densities given by \( u(t, x) \), \( x \in \mathbb{R}^d \), i.e. for the canonical process \( X_t, \ t \in [0,T] \), defined by \( X_t(w) = w(t) \), \( w \in D([0,T]; \mathbb{R}^d) \), we have

\[
(\mathbb{P} \circ X_t^{-1})(dx) = u(t, x) dx, \quad t \in [0,T].
\]

(4.3)

**Remark 4.2.** The probability measure \( \mathbb{P} \) in Theorem 4.1 is called a solution to the nonlinear martingale problem corresponding to \( (K_\Box, C_c^2) \), because it solves the linear martingale problem corresponding to \( (K_{\mathcal{L}_X}, C_c^2) \), where \( \mathcal{L}_X \) is its own one dimensional time marginal law density and \( K_{\mathcal{L}_X} \) is defined as in (4.1) with \( \mathcal{L}_X \), replacing \( u(t, \cdot) \), \( t \in [0,T] \). We refer to the pioneering work [14], where such nonlinear martingale problems were studied for local Kolmogorov operators.
4.2 Uniqueness

**Theorem 4.3.** Assume that Hypotheses (j)–(jj), (v), (vi) (respectively, (j)', (jj), (jjj), (v), (vi) if $D \equiv 0$) hold. Let $\mathbb{P}$, $\mathbb{P}'$ be probability measures on $D([0, T]; \mathbb{R}^d)$ such that their time marginals, $\mathbb{P} \circ X_t^{-1}$, $\mathbb{P}' \circ X_t^{-1}$ have densities $\mathcal{L}_{X_t}(t)$, and $\tilde{\mathcal{L}}_{X_t}$, respectively, w.r.t. Lebesgue measure for all $t \in [0, T]$ such that

\[
((t, x) \mapsto \mathcal{L}_{X_t}(x)), \quad ((t, x) \mapsto \tilde{\mathcal{L}}_{X_t}(x)) \in L^\infty((0, T) \times \mathbb{R}^d).
\]

(4.4)

If $\mathbb{P}$ and $\mathbb{P}'$ are solutions to the nonlinear martingale problem $(K\square, C^2_c)$, i.e. (see Remark 4.2), they are solutions to the linear martingale problems corresponding to $(KL_{X_t}, C^2_c)$, $(KL_{\tilde{X}_t}, C^2_c)$, respectively, in the sense of [21], Definition 1.3, then $\mathbb{P} = \mathbb{P}'$.

**Proof.** Clearly, by Dynkin's formula, both

\[
\mu_t(dx) := \mathcal{L}_{X_t}(x)dx \quad \text{and} \quad \tilde{\mu}_t(dx) := \mathcal{L}_{\tilde{X}_t}(x)dx, \quad t \in [0, T],
\]

solve the Fokker–Planck equation (1.14) with the same initial condition $u_0(dx) := u_0(x)dx$, hence satisfy (3.1) with $y_1(t) := \mathcal{L}_{X_t}$ and $y_2(t) := \mathcal{L}_{\tilde{X}_t}$. Hence, by Theorem 3.1

\[
\mathcal{L}_{X_t} = \mathcal{L}_{\tilde{X}_t}, \quad \text{for all } t \geq 0,
\]

since $t \mapsto \mathcal{L}_{X_t}(x)dx$ and $t \mapsto \mathcal{L}_{\tilde{X}_t}(x)dx$ are both narrowly continuous and are probability measures for all $t \geq 0$, so both are in $L^\infty(0, T; L^1 \cap L^\infty) \subset L^\infty(0, T; L^2)$.

Now, fixing $\mathcal{L}_{X_t}$ from above, consider the linear Fokker–Planck equation

\[
v_t + \psi(-\Delta) \left( \frac{\beta(\mathcal{L}_{X_t})}{\mathcal{L}_{X_t}} v \right) + \text{div}(Db(u)v) = 0,
\]

(4.5)

\[v(0, x) = u_0(x),\]

again in the weak (distributional) sense analogous to (1.14). Then, by Theorem 3.3 we conclude that $\mathcal{L}_{X_t}$, $t \in [0, T]$, is the unique solution to (4.5) in $L^\infty(0, T; L^1 \cap L^\infty)$. Clearly, both $\mathbb{P}$ and $\mathbb{P}'$ solve the (linear) martingale problem with initial condition $u_0(dx) := u_0(x)dx$ corresponding to $(KL_{X_t}, C^2_c)$.

Since the above is true for all $u_0 \in L^1 \cap L^\infty$, and also holds when we consider (1.1), resp. (4.5), with start in $s > 0$ instead of zero, it follows by exactly the same arguments as in the proof of Lemma 2.12 in [23] that $\mathbb{P} = \mathbb{P}'$. □
Theorem 4.4. For $s \in [0, \infty)$ and $\zeta \in \mathcal{Z} := \{ \zeta \equiv \zeta(x)dx \mid \zeta \in L^1 \cap L^\infty, \zeta \geq 0, |\zeta|_1 = 1 \}$, let $\mathbb{P}_{(s, \zeta)}$ denote the solution to the nonlinear martingale problem corresponding to $(K, C^2)$ with the initial condition $\zeta$ at the initial time $s$ from Theorems 4.1 and 4.3. Then, $\mathbb{P}_{(s, \zeta)}, (s, \zeta) \in [0, \infty) \times \mathcal{Z}$, form a nonlinear Markov process in the sense of Definition 2.1 in [18], i.e. in the sense of McKean [16].

Proof. The assertion follows from Corollary 3.8 in [18] (see also Example (iii) in Section 4.2 of [18] for the special case with $\Psi(r) := r^s, s \in (\frac{1}{2}, 1)$).

Remark 4.5. Equation (4.3) in Theorem 4.1 says that our solution $u$ of (1.1) from Theorem 2.4 is the one dimensional time marginal law density of a càdlàg nonlinear Markov process. This realizes McKean’s vision formulated in [16] for solutions to nonlinear parabolic PDEs, namely to identify the solutions to the latter as one-dimensional time marginal law densities of a nonlinear Markov process. So, our results show that this is indeed also possible for nonlocal PDEs of type (1.1).

Appendix: Representation and properties of the integral kernel of $(\varepsilon I + \Psi(-\Delta))^{-1}$

Let $\varepsilon > 0$. We have, for $u \in L^2, \xi \in \mathbb{R}^d$,

$$\mathcal{F}((\varepsilon I + \Psi(-\Delta))^{-1}u)(\xi) = \frac{1}{\varepsilon + \Psi(|\xi|^2)} \mathcal{F}u(\xi)$$

$$= \int_0^\infty e^{-st} e^{-t\Psi(|\xi|^2)} dt \mathcal{F}u(\xi)$$

$$= (\frac{1.7}{(\frac{4\pi \varepsilon}{r})})^\frac{d}{2} \int_0^\infty e^{-st} \int_0^\infty e^{-r|\xi|^2} \eta_t^\Psi(dr) dt \mathcal{F}u(\xi)$$

where

$$p_r(x) := \frac{1}{(4\pi r)^\frac{d}{2}} e^{-\frac{1}{4\pi} |x|^2}, x \in \mathbb{R}^d.$$

Hence, defining

$$g_\varepsilon^\Psi(x) := \int_0^\infty e^{-st} \int_0^\infty p_r(x) \eta_t^\Psi(dr) dt, x \in \mathbb{R}^d,$$ (A.1)
we have
\[(\varepsilon I + \Psi(-\Delta))^{-1}u = g^{\Psi} \ast u.\]

Since \(\eta_t^{\Psi}\), \(t \geq 0\), are probability measures, we have
\[\varepsilon \int_{\mathbb{R}^d} g^{\Psi}_\varepsilon \, dx = 1, \quad \forall \varepsilon > 0.\]  

(A.2)
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