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ABSTRACT. We consider a class of infinite-dimensional singular stochastic control problems.
These can be thought of as spatial monotone follower problems and find applications in spatial
models of production and climate transition. Let (D, M, u) be a finite measure space and
consider the Hilbert space H := L?(D, M, i1; R). Let then X be an H-valued stochastic process
on a suitable complete probability space, whose evolution is determined through an SPDE
driven by a self-adjoint linear operator .4 and affected by a cylindrical Brownian motion. The
evolution of X is controlled linearly via an H-valued control consisting of the direction and the
intensity of action, a real-valued nondecreasing right-continuous stochastic process, adapted to
the underlying filtration. The goal is to minimize a discounted convex cost-functional over an
infinite time-horizon. By combining properties of semiconcave functions and techniques from
viscosity theory, we first show that the value function of the problem V is a C**% (H)-viscosity
solution to the corresponding dynamic programming equation, which here takes the form of
a variational inequality with gradient constraint. Then, by allowing the decision maker to
choose only the intensity of the control and requiring that the given control direction 7 is an
eigenvector of the linear operator A, we establish that the directional derivative V; is of class
C'(H), hence a second-order smooth-fit principle in the controlled direction holds for V. This
result is obtained by exploiting a connection to optimal stopping and combining results and
techniques from convex analysis and viscosity theory.
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1. INTRODUCTION

Singular control and optimal stopping problems arise frequently in Economics, Finance, En-
gineering, and related fields. Due to their inherent complexity, much analysis tends to focus on
one-dimensional problems, where our understanding is relatively comprehensive. However, con-
temporary societal challenges present complex structures for singular control problems, that ask
for a rigorous and sound mathematical basis. This paper introduces a framework for address-
ing singular control problems in the context of state processes governed by stochastic partial
differential equations. By combining convex-analytic arguments and the theory of viscosity so-
lutions, we show that the problem’s value function V is a C'1L%P(H)-viscosity solution to the
corresponding dynamic programming equation. Furthermore, by exploiting a connection to a
suitable family of simpler optimal stopping problems, we are able to further enhance regularity
and prove that a second-order smooth-fit principle holds for V. Finally, we discuss potential
applications in fields such as energy economics or climate modeling.

Let us describe the class of infinite-dimensional singular stochastic control problems and our
contributions more precisely. Let (D, M, ) be a finite measure space, and consider the Hilbert
space H := L?(D, M, u;R). The state variable is described by a stochastic process X with
values in H. Its evolution is determined by a stochastic partial differential equation (SPDE)
driven by a self-adjoint linear operator A and a cylindrical Brownian motion. Next to technical
requirements, we assume that the operator A generates a Cy-semigroup of positivity-preserving
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contractions. As a benchmark case, one can consider the sum of the Laplacian operator and a
multiplicative operator of the form —dx, for § > 0, representing a depreciation or dissipative
term. The evolution of X is controlled linearly through an H-valued control, encompassing both
direction and intensity of action, the latter being a real-valued nondecreasing right-continuous
stochastic process adapted to the underlying filtration. The objective is to minimize a discounted
convex cost-functional of the form

(1.1) J(a;1) :=E [/Oo et (G(Xf’l)dt + (q,dIt)H>], (z,1) € Hx T,

where X®! is the state process starting at = and controlled via I € T (cf. (2.12) below), G is
a running cost function (see Assumption 2.8 below), ¢ € H is a (stritly positive) proportional
cost of action, and p > 0 is an intertemporal discount rate. The problem under study can thus
be thought of as the infinite-dimensional version of the monotone follower problems addressed
in [42, 43, 44], among others.

Our analysis begins by establishing preliminary regularity properties of the problem’s value
function, denoted as V. Specifically, assuming that the running cost function G is convex
and semiconcave (with respect to the norm of H), we demonstrate that these properties are
inherited by V. Thus, by adapting results from [I11] to our infinite-dimensional setting, we find
that V € CHUP(H).

We proceed by deriving the dynamic programming equation associated with (1.1) and demon-
strate that V is a CVMP(H)-viscosity solution to it. The proof of this result relies on a Dynkin’s
formula for test functions of semimartingales and utilizes an equivalent representation of V', de-
rived from a tailored application of the Radon-Nikodym theorem for vector-valued measures (see
Lemma 2.11 and (2.19) below). It is noteworthy that the proof of the supersolution property of
V' employs a novel argument derived from an inequality stemming from Dynkin’s formula and
the dissipativity property of the operator A. This approach is applicable in finite-dimensional
settings as well, substantially reducing the technicalities usually associated with demonstrat-
ing the supersolution (or subsolution) property in minimization (or maximization) problems
involving singular controls (see, e.g., [10], [34, Ch. VIII], [38], and [19], among others).

To further enhance the regularity of V., we introduce the assumption that the decision-maker
can only control the intensity of action. The direction of action, denoted by 7 € H, is then taken
to be an eigenvector of the operator A. Under this requirement and further technical properties
of G, we are able to show that the directional derivative of V in the direction of control, V}, is such
that V; € C1(H). This result can be read as a second-order smooth fit property of V, a regularity
result of particular relevance in singular stochastic control problems (see the discussion in Section
5.1 below). The aforementioned smooth-fit property is obtained by identifying V; as the value
function of an optimal stopping problem (in the spirit of the finite-finite dimensional contribution
[1]) and subsequently examining the regularity of its (sub)gradient. In particular, under a
suitable nondegeneracy condition on the Brownian noise, assuming that the directional derivative
G is semiconcave, and combining arguments from viscosity theory and convex analysis, we are
able to show that Vj; is Fréchet differentiable at any z € H and that the gradient DV, €
C(H;D(A)) (with the domain D(.A) being endowed with the graph norm). For further details,
please refer to Proposition 4.17.

In Section 6, we demonstrate the relevance of our framework in economic applications. For
instance, we examine an irreversible investment problem in energy capacity and an energy
balance climate model incorporating human impact. In the former, an energy producer seeks
to maximize the net total expected surplus resulting from irreversible investments in energy
production. In the latter, temperature is increased by human activities through carbon emissions
and a social planner aims to minimize an intertemporal expected cost criterion, penalizing
temperature deviations from an ideal level, such as pre-industrial temperatures.
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Let us now discuss related literature and our contribution to it. The origin of singular sto-
chastic control dates back to the early contributions by Bather and Chernoff [(] , and later by
Benes, Shepp, and Witsenhausen [7] and Karatzas [12, 43]. Those seminal papers deal with one-
dimensional problems of so-called monotone follower type, in which a process with monotone
paths (or, more generally, of bounded-variation) has to be chosen in order to track the evolution
of a Brownian motion so that an expected cost criterion is minimized. Since then, the theory
of singular stochastic control has attracted increasing attention, also boosted by its connection
to optimal stopping (see [1], [9], and [14], just to cite a few) and its numerous applications in
Economics and Finance. Among those, problems of optimal capacity expansion [], optimal in-
vestment with transaction costs [78], optimal harvesting [2], and optimal dividends’ distribution
41].

For stationary one-dimensional problems, or for two-dimensional degenerate problems with
a suitable structure [31, 51], explicit solutions can be expected. Typically, these solutions are
obtained through the guess-and-verify approach. This involves first determining a smooth so-
lution to the problem’s dynamic programming equation (in this case, a variational inequality
with gradient constraints), and then verifying its optimality using a version of It6’s formula.
Additionally, an optimal control is determined as a byproduct of this analysis. This is given in
terms of the solution to a Skorokhod reflection problem at the so-called free boundary, i.e. the
topological boundary of the region in which the gradient constraint is not active (the so-called
no-action or continuation region).

For time-dependent problems or for stationary problems in dimension larger than one, the
guess-and-verify approach is not feasible. This is because the dynamic programming equation
now becomes a partial differential equation (PDE) with gradient constraints, for which explicit
solutions are typically not available. As a consequence, direct probabilistic and analytical ap-
proaches are put in place in order to obtain regularity of the value function (typically under
convexity requirements; see, e.g., [39, 40, 50, 57]) and, when possible, to characterize the optimal
control as the minimal amount of effort needed to keep the underlying state process within the
no-action region (see [23], [10], and references therein). As a matter of fact, differently to before,
in multi-dimensional settings, the free boundary is not explicit and constructing a solution to
the related Skorokhod reflection problem is far from trivial. We refer to the introduction of
[23] for a discussion on this aspect. The aforementioned challenges explain why the number of
contributions on singular stochastic control problems in multi-dimensional settings is still very
limited.

The theory of regular stochastic control and of optimal stopping in infinite-dimensional (no-
tably, Hilbert) spaces received a large attention in the last decades (see, e.g., the monography
[27] for control problems, and [5], [18], [19], [29], [35], [36], [59] for optimal stopping). As pre-
viously discussed, we contribute to that bunch of literature by providing the viscosity property
and Cl-regularity (smooth-fit) of the value function of a class of optimal stopping problems in
Hilbert spaces. To the best of our knowledge, such a regularity result appears here for the first
time, and it is therefore of independent interest.

On the other hand, the literature on singular stochastic control in infinite-dimensional spaces
is very limited. The only three papers brought to our attention are [!] and [54], motivated by
optimal harvesting, and ours [28]. In [54] the problem is posed for a quite general controlled
SPDE, which also enjoys a space-mean dependence in [1]. The authors establish a necessary
Maximum Principle, which is also sufficient assuming the concavity of the Hamiltonian function
pertaining to the control problem under consideration. However, despite their significant con-
tributions, there appears to be a foundational concern when dealing with (singularly controlled)
SPDESs, particularly regarding the existence of a solution and the application of It6’s formula
(refer to [17] for theory and results on SPDEs). Specifically, it is important to notice that in
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infinite-dimensional singular (stochastic) control problems, the precise interpretation of the inte-
gral with respect to the vector measure represented by the control process - and thus the exact
interpretation of the controlled state equation - poses a nuanced issue that warrants careful
consideration. Finally, our previous work [28] derives necessary and sufficient conditions for a
class of singular stochastic control problems on an abstract partially ordered infinite-dimensional
space. The main differences with respect to the present work are in the framework, the method-
ology, and the nature of the results. In [28], the controlled state process is fully degenerate
and randomness comes into the problem only in a parametric form, thus making the underlying
optimization problem not necessarily Markovian. Furthermore, the main result is obtained by
the exclusive mean of convex analytic arguments, and no statement about the regularity of the
value function is made. In this work, we deal with a singularly controlled SPDE and exploit the
dynamic programming approach together with viscosity theory and convex analysis in order to
achieve regularity results on the problem’s value function.

Organization of the Paper. The rest of the paper is organized as follows. In Section 2 we
provide the setting and introduce the problem. In Section 3 we then consider the variational
inequality associated to the problem and prove preliminary regularity and viscosity property of
its value function V. Under a suitable requirement on the direction of action, in Section 4 a
connection to optimal stopping is derived and regularity of the optimal stopping problem’s value
function is proved. As a byproduct of that, in Section 5 a second-order smooth-fit property for V'
is then obtained. Finally, Section 6 proposes two applications in Economics, while Appendix A
collects a result on semiconcave and semiconvex functions and Appendix B technical lemmata.

2. SETTING AND PROBLEM FORMULATION

2.1. Setting. Let (D, M, 1) be a finite standard Borel measure space and assume, without loss
of generality for what follows, that p(D) = 1. Consider the separable Hilbert space
H := L*(D, M, i;R).

The dual H* is identified with H via the classical Riesz representation of H*. The nonnegative
cone of H is denoted by

H+::{x€H: xZO}.
We denote by L(H) the space of linear bounded operators on H and by £ (H) the subspace of
positivity-preserving operators of L(H); i.e., P € LT(H) if

T € H+ — Px e H+.

Throughout the paper, we consider a linear operator A : D(A) C H — H satisfying the

following standing requirements.

Assumption 2.1. A is self-adjoint, closed, densely defined, and such that, for some § > 0, we
have
(Az,z)y < —d|z|%, Vz e H.

In particular (see, e.g., [26, Ch.II, Sec. 3] and [, Ch.II-1, Sec. 2.10.1]), under Assumption 2.1,
the operator A generates a Cop-semigroup of contractions (e4);>o € L(H) and

ey < e, V> 0.
Moreover, 0 € o(A) — with ¢ denoting the resolvent set — so that A is invertible and
At e L(H).
We also assume the following.

Assumption 2.2. The Cy-semigroup of contractions (e")>0 C L(H) is positivity-preserving;
that is, (e!);>0 C LT (H).



VARIATIONAL INEQUALITIES AND SMOOTH-FIT PRINCIPLE IN HILBERT SPACES 5

Remark 2.3. Sufficient conditions guaranteeing positivity of semigroups can be found, e.g., in

[3, Chap. C-II, Thm. 1.2, Thm. 1.8] and [20, Thm. 7.29 and Prop. 7.46]
Furthermore, we impose the next assumption.
Assumption 2.4. D(A) — L>®(D, M, 1;;R).

Remark 2.5. In the examples considered in Section 6, D(A) will be the Sobolev space W*2(O)
with appropriate boundary conditions, for O being an open, simply connected, and bounded set
of R™ (n < 4) with smooth boundary. Assumption 2.4 is then verified in this setting by [12, Cor.
9.15].

Let us now come to the probabilistic structure of our setup. We endow the time-interval
[0,00) with the Borel o-algebra B([0,00)). Also, let (2, F,F,P) be a filtered probability space,
with filtration F := (F3)se[0,00) satisfying the usual conditions, and let W be a cylindrical Wiener
process on (£, F,F,P), taking values in another Hilbert space K. Finally, for future use, we
denote by T the set of all F-stopping times.

In the following, all the relationships involving w € € as hidden random parameter are
intended to hold P-almost surely. Also, in order to simplify the exposition, often we will not
stress the explicit dependence of the involved random variables and processes with respect to
w € Q.

Let A C Hy be a convex cone of H; and set

M = {I:Qx[0,00) = Hy : I is F — adapted and such that ¢ — I
(2.1) is cadlag and with Iy — I,— € A Vs,t € [0,00) such that ¢ > s}.
Notice that, since any I € M takes values in H, right-continuity is intended in the norm of H.

In the following, we set Ip- := 0 € Hy for any I € M (see Remark 2.6 below).
Any given I € M can be seen as a (random) countably additive vector measure

I:B(]0,00)) — Hy
of local finite variation, defined as
I([s,t]) :=1; — I,- Vs, t €[0,00), t > s.

We denote by |I| the variation of I; it is a nonnegative (optional random) measure on ([0, 00), B([0, 00)))
that, due to monotonicity of I, can be simply expressed as

(2.2) 1)([s,8]) = |I, — I— |, Vs,t € [0,00), s<t.

Remark 2.6. By setting Ip- := 0 for any I € M, we mean that we extend any I € M by
setting I = 0 on [—¢,0), for a given and fized € > 0. In this way, the associated measures have a
positive mass at initial time of size Iy. Notice that this is equivalent with identifying any control
I with a countably additive measure I : B(]0,00)) — [0,00) of local finite variation defined as
I((s,t]) := I — I, for every s,t € [0,00), s < t, plus a Dirac-delta at time 0 of amplitude I.

Since H is a reflexive Banach space, by [24], Corollary 13 at p. 76 (see also Definition 3 at p.
61), there exists a Bochner measurable function ¢ = J(w) : [0,00) — H such that

(2.3) / 10| gd|I]; <oo YT >0 and dI; =9,d|I|; Vt>0.
1

)

Notice that, seen as a stochastic process, 0= (19,5)1520 is F-adapted, because so is I. Furthermore,
given that the measures I and |I| are equivalent by (2.2), one has

(2.4) Oy #0 for ae. t>0.

The process 9 is clearly unique up to P x |I|—null measure sets.
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Then, for a given H,—valued F-adapted process f := (fi)ic[o,00), Trecalling (2.3), for any
t € [0,00) we define

t
| teatgni= [ trandn= [ ([ £©0.©u0)dl.
0— [0,t] [0,t] D
(25) [ ([ #(@dodr.)ucs)
D N
where the last step is possible due to Fubini-Tonelli’s theorem. With regard to (2.3), we also set
t t
(2.6) / =441, = / =949, d|I|,, t>0.

Thanks to (2.6), for any given I € M, we can then introduce the singularly continuous
controlled dynamics

(2.7) dxp = AXPIdt + odWy +dL, >0, XD =zeH,

and define the unique mild solution to (2.7) as

t
(2.8) x5l = ety 4 wite +/ et=Adr,, t>0.
Here,
t
(2.9) Wb = / =) Azdw,, ¢ >0,
0

with o satisfying the following standing condition.

Assumption 2.7. 0 € Lo(K; H), where Lo(K; H) denotes the space of Hilbert-Schmidt opera-
tors from K to H.

Denoting by £1(H) the set of nonnegative trace-class operators on H and endowing £ (H)
with the usual norm

1Qlz, () = Tr[Q] = Z<Q€k,6k>H,

k=0

where (eg) is any orthonormal basis of H, we then have under Assumption 2.7 that

oo* € L1(H).

Notice that Assumptions 2.1 and 2.7 imply that the stochastic convolution (2.9) is well defined
and continuous (see [21, Ch.5]). For future use, we also note that, because of Assumptions 2.1
and 2.7, for all m € [1,00) one has for some ¢,, > 0 (see [37])

.A,O' m —_
(2.10) E [sup|Wt |H] < Cm,
>0

which, denoting the mild solution to (2.7) when [ is the null control by X}’ ’O, implies

(2.11) E [st1>110) | x 0 ﬁ] <cp(1+|z|f), VzeH,

for some other constant ¢, > 0.
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2.2. Problem formulation. We now move on by introducing the infinite-dimensional singular
stochastic control problem which is the object of our study. Let

G:H—R

be a running cost function, satisfying the following requirements.

Assumption 2.8.
(i) G is convex; There exists co,k1,k2 > 0 and p > 2 such that

kil — k2 < G(x) < co(l + [aff);
(ii) G is semiconcave with semiconcavity constant c¢; > 0; that is, there exists ¢; > 0 such that
AG(z) + (1= NG(y) — GAa + (1= N)y) < %m — Nz —yl%4, Vo,yeH, Ael0,1].
Notice that by Lemma A.1(ii) one has that G € CP(H).
Remark 2.9. Benchmark examples satisfying Assumption 2.8 are the quadratic cost function
1
Ga)=gle—aly, wed,
for some target level T € H, as well as
1 1
G(ZL‘) = §<$, h>%{7 or G(l‘) = §<Q$7x>H7 T € H7
with h € H, and with QQ being positive semidefinite and symmetric.

Let now (cf. (2.1))

T
T = {IGM: EU/ |295|Hd|l|sp]<oof0rp22asin
0—

(2.12) Assumption 2.8 and VT > O}

be the class of admissible controls. For a discount rate p > 0 and for ¢ € H; such that ¢ > ¢,1
for some ¢, > 0 (being 1 € H the constant unitary vector of H), recalling (2.5) we introduce
the expected cost functional

(2.13) T(x:1) :=E UOO Pt (G(Xf’f)dt n <q,dIt)H>], (z,1) € H x T,

which is well-defined, although potentially infinite. The infinite-dimensional singular stochastic
control problem under study is then

2.14 V(x) := inf 3 H.
(2.14) (2) = inf T(z;1), =€
Remark 2.10. Notice that the integrability condition in (2.12) is not required for the well

posedness of (2.13), but it will be needed in the next section for the proof of the viscosity property
of V.

Given the structure of the cost functional (2.13), it is convenient to rewrite the decomposition
(2.3) in a tailored way based on the instantaneous cost of control (g, dl;)y. To that end, recall
that A C H; is a convex cone of Hy (cf. (2.12), consider the convex set

(2.15) O0:={0ecA: (¢0)g =1},
and define

S = {r:Qx[0,00) = [0,00) : v. is F — adapted and such that ¢ — 14
(2.16) is cadlag and nondecreasing}.
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In the sequel, we set vy- := 0 for any v € S (see also Remark 2.6). Then, define
Iy = {(ﬁ,y) : Q2 x [0,00) > O x[0,00) : ¥ is F — adapted, v. € S and

(2.17) EU /f 19, 1 dvs

Lemma 2.11. For each I € Z, there exists a couple (9,v) € Iy, with v ~ |I|, such that
(218) d[t = 19,5 dl/t, Vit > 0.

This couple is unique in the following sense: the optional random measure v is unique and v is
unique up to P ® v—null measure sets.

p} for p > 2 asin (2.12) and VT > O}.

Proof. Due to (2.3), positivity of ¥ and the fact that ¢ > o1, for some g, > 0, we can write for
any t >0

. 9 .
dIt = ’lgtdu‘t = #(q, ﬁt>Hdu‘t = 191% dl/t,
<Q7’l9t>H
where

3 .
Oy = ———, and dv; := {(g,0;)gd|];.

<q7 1915>H
For p > 2 as in Assumption 2.8 (see also (2.12)), one clearly has that the integrability conditions
required in (2.17) are met, because of the previous definitions of ¥ and dv, and because I € T.
This shows the first part of the claim.

Let us prove uniqueness. Assume that

ar, = 9V a = 9P av®,

Then, for all 0 < a < b,

/[b}<QaQ9£1)>Hth(1):/[ b}<q’?9§2)>Hth(2),

/ dut(l):/ d1/t(2).
[a,b] [a,b]

Hence, ) =2 = Then, for all 0 < a < b,

implying, by definition of O,

an, = | 9Wdy = [ 9Pdu,
[a,b] [a,b] [a,b]

implying 91 = 93 up to P ® v-null measure sets. (]
Thanks to Lemma 2.11, we may identify Z with Zy (cf. (2.12) and (2.17), respectively). Hence,

hereafter, with a slight abuse of notation, we will often identify elements of the above sets. The
cost functional (2.19) then rewrites as

(2.19) J(z; 1) = E[/C>o e_pt<G(Xf’I)dt—|—d1/t>], x e H, I=(9,v)eT,

and the value function as

2.20 V(z) = inf x; 1), =x¢€H.
(220) (@) = ,int, T@i)

In the next Section 3, we will make use of both the equivalent representations (2.14) and
(2.20). In particular, preliminary regularity properties of V' (see Section 3.1 below) as well as
Propositions 3.3 and 3.4 in Section 3.2 will be shown by using (2.14), while the viscosity property
of V will be proved through (2.20) (see Proposition 3.5 and Theorem 3.7 in Section 3.2).
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3. REGULARITY AND VISCOSITY PROPERTY OF V

In this section we first show via direct convex-analytic arguments that V is convex, has
subquadratic growth and it is such that V' € CVP(H). Then, we prove that V is a viscosity
solution to the associated Hamilton-Jacobi-Bellman equation, which in the present setting takes
the form of a variational inequality with gradient constraint.

3.1. Preliminary properties of V. Here we provide some a priori regularity properties of the
value function V : H — R as in (2.14).
Proposition 3.1.

(i) V is convex;
(ii) There exists ¢, > 0 such that, for p > 2 and ko > 0 as in Assumption 2.8,

—kg < V(z) < &(1 + |zf5));

(1ii) V is locally Lipschitz;
(iv) V is semiconcave with semiconcavity constant ¢1; that is, there exists ¢1 > 0 such that

W)+ (1 -NV(y)—VQAz+(1-ANy) < é51)\(1 — M|z —yl%, Vr,ye H, \e[0,1];

(v) V e CLEP(H).

Proof. We prove each item separately.

Proof of (i). Fori=1,2, let x; € H and let I be e-optimal for the initial data x;, for some
e > 0; that is,

V(i) +e> Tz 1),
For A € [0, 1], define
Ty = Arp 4 (1= Nag, IV = X104 (1= 1)1?.
Given that the mapping (x, I) — X* is linear (see (2.9) and (2.8)), we have
XA = xm Y (- el

Then, using the convexity of G, we write from (2.14)

oo

V(zy) < Ty IV) = E[ / .

< AE[/OO eht (G(Xfl’f(l))dt + <q,dIt(1)>H)} +(1-ME U

e (G(Xf Mt 4 (g, dlt()\)>H>:|

[e.e]

e (Gt + (g, df£2>>H)]

= AT (@1 IM) + (1 = N T (20; IP) < AV (21) + (1 = NV (22) +&.

By arbitrariness of ¢, the claim follows.

Proof of (ii). The bound from below is immediate given that G > —kg on H, ¢ € Hy, and
I € Z. As for the bound from above, recall that X*° denote the uncontrolled mild solution to
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2.7). en, by Assumption 2.8(ii), (2.9) and the fact that |e ) < e %Y z|y, we can write
7). Then, by A i i d the f h tAE() ot .
V(z) < J(;0)=E [ / e‘”tG(Xf"))dt} < / et (1+ EIX7 Ol Jat)
0 0
1 o0
< < < + 2”‘1/ e (Ié%@ + E[|Wt"’A|§?{]) dt>
p 0

1 1 [ —(ppo)t, 0 1
<co|—+2° e TP gl dt + 2P —¢,
P 0 P

<1 (1+270) + 2 >
=c| — C — |z )
p PEpps
and the claim is proved.
Proof of (iii). Tt follows from the previous items and, e.g., [25, Cor. 2.4, p. 12].

Proof of (iv). Let x,y € H and A € |0, 1], and take an e-optimal control I¢ € 7 for Ax+(1—M\)y.
Since the state equation is affine (cf. (2.8)), we have

XA — \x ol 4 (1 - N x¥
and the semiconcavity of G allows to write (cf. (2.13))
AWV(E)+ (1 -M)V(y)—V(QAz+(1-Ny)
SAT (@ 7)) + (L= NI (y; I7) = J(Az + (L= Ny; IF) + ¢

—E [ / ert (AG(X,?”’IE) + (1= NGEXPT) - aOXPT (1 - )\)XZJ’IE) dt] te
0

=E [/ e_”t%)\(l —NXEE - XU Pat| e = %1/\(1 - )\)/ e P (@ — y) |5 dt + e
0 0

IA

c1 - > c1 2
=21 — p - == \1- - )
5 A )\)/0 e M —ylhdt 42 = 5SS AL = Ve —yliy +

By arbitrariness of ¢, the claim follows.
Proof of (v). This follows by Lemma A.1(ii). O

Note that, since V' is finite on H and G is uniformly bounded from below on H, we can
restrict the optimization (2.20) to the class of controls

(3.1) Iy = {1: (W, v) €Ty : E[/OO e_ptdut} < oo}.

3.2. Dynamic programming equation and viscosity solutions. In this section we show
that V' is a viscosity solution to the dynamic programming equation associated to (2.20). To
that end, we consider the variational inequality with gradient constraint

(3.2) max {(p = G)ulw) = G(@), sup { — (Dv(a). O)x - 1}} =0, zed,

where © is as in (2.15) and where we have defined the second-order differential operator G,
formally associated to the process X° and acting on sufficiently smooth functions v : H — R, as

(3.3) [Gv](z) :== (Az, Dv(z))g + %Tr [oo*D?v(x)] .

Recall that D(A) C H denotes the domain of the operator A and endow it with the graph
norm | - |p4y; that is,

(3.4) b = lzlF + Az}, € D(A).
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Hence, in order to provide the definition of viscosity solution to (3.2), we first introduce the
suitable class of test functions, and we then have a Dynkin’s formula for those functions (see

Proposition 3.3 below). For a given but arbitrary C> 0, let
X ::{go € C*(H): Dy € C(H;D(A)), 00"D*p € C(H; L1(H)), |p(x)| < C(1 + |z[3),
(3.5) D)l + | AD (@) i + 00" D2p()] iz, < C Vo € HY.

Remark 3.2. In the context of classical stochastic control, the set X, combined with the set of
radial functions, is typically large enough to prove comparison results for viscosity solutions of
the PDE (see [27, Ch. 3]), and therefore to characterize the value function of the control problem
as the unique solution to the associated HJB equation.

In this paper, we do not address the (relevant) topic of uniqueness (see also Remark 3.9 below).
However, we will use test functionw from the set X — of quadratic form — in Section 4 in order
to prove our regularity results (see, in particular, the proof of Proposition 4.15).

In the rest of this paper, for any measurable function f : H — R, we set, for any 7 € 7 and
any I € Z,

(3.6) e PTF(X®!) = lim sup e‘ptf(th’I) on {r = 400}

t—o00

We then have the next Dynkin’s formula for functions in X. In the subsequent analysis we
shall use that any I € Z is identified with an element (¢,v) € Zy (see Lemma 2.11 and the
discussion afterwards) and that the optimization in (2.20) can be actually performed over Z;

(cf. (3.1)).
Proposition 3.3. Letx € H, pe X, I € Ty, and 7 € T. Assume that

(3.7) E [/T eht )<D¢(Xf=f),q9t>H‘ dut] < .

Then, the following Dynkin’s formula holds true:

38) Ele (0] = o)+ €| [ P10 - praxia+ [T e D0, 0.
0 _

Proof. Let (Ay)nen be the Yosida approximants of A (see, e.g., [26, Eq. (3.7), Ch. II]), and let

X% denote the solution to

dX; = A, X0 At + 0d Wy + dly,  Xo- = € H;
that is (cf. (2.8)),

t
XZ’L;x,I _ etAnSU + Wt n,0 +/ e(t_S)A"dIS, t>0.

Also, set
[Grnp](z) = (Apz, Dp(x)) + %Tr [JU*D2<p(33)] )

Thanks to [26, Lemma 3.4(ii), Ch. 2] and due to the fact that A is dissipative (cf. Assumption
2.1), we then have, as n 1 oo,

(3.9) Any = Ay and  sup |Anylg < |Ayly Yy € D(A),
neN

From the second claim of (3.9), it follows that

(3.10) Sup | Anyla < ylpay, Yy € D(A).
ne
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Moreover, for p > 2 as in Assumption 2.8 (see also (2.12)), by Lemma B.1(ii) (see also [27, Prop.
1.132] for the regular control case and references therein) it holds

(3.11) lim E[ sup |[X/“*1 — X"P] = 0.
n—oo te[O,T]

The latter implies — up to passing to a subsequence — that X;" LEJN X7 I and with probability
one as n — oo. Also, by [52, Thm. 27.2], for any ¢ € X, 7 € T, and for T' > 0, the following
Dynkin’s formula holds true

AT
Bl D (X35)] = (@) + E[ /O ¢ [(Gn — p)l (Xt

TAT
(3.12) v [ e ot ooman|

As a matter of fact, the growth condition |oo* D?p(z)] Li(H) < C, for some C > 0, as required
for any test function ¢ € X ensures that the local martingale term vanishes in expectation.

We now aim at taking n — oo in (3.12). In this regard, the only convergences that require
some attention are

(3.13)
TNAT ] ) TNAT

lim E [ / e PUX AL Dp( X! )>Hdt] —E [ / e X ADp(X! ))Hdt}
0 0

n—oo

and

AT AT
(3.14) lim E[/ e_pt<Dg0(XZuI’I), ?9t>Hth] = E[/ e_pt<D90(Xf’I),19t>Hdut].

n—oo

All the other convergences can be performed by using arguments as in the proof of [27, Prop.
1.164] (in the case of regular controls). Assuming then that limits as n 1 oo can be indeed
interchanged with expectations and integrals in (3.12) (we will verify later that (3.13) and
(3.14) do hold), we find that

e [erpxzln)] = o) + | | " g - A

TAT
+E |:/ e Pt <D(p(th’I), 19t>Hdl/t:| ,

so that finally letting 7" 1 co we obtain (3.8).
It thus remains to check the validity of (3.13) and (3.14). As for (3.14), recalling (3.5) one
has

Lo (e (DR(X ), 02) | < Clin|

and, because (¢,v) € Zy (cf. (2.17)),

T T
e| [ [tomme  DeCe ), 0 ul | < Ce| [ 101l an] < .
0~ 0~

Hence, the dominated convergence theorem implies (3.14), upon recalling that (up to a subse-
quence) X" — X7 with probability one as n — co.
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We now move on by proving the validity of (3.13). Notice that, if (z,) € H, (yn) C D(A),
and z € H, y € D(A), we have, using (3.10),

|<$n7~/4nyn> - <5L'7~AZJ>H| < |<($n - $)>Anyn>H| + |<$aAn(yn - y)>H| + ‘<l‘7 («An - A)y>H|
<\zn — zlg|Anynl i + |2l g|An(yn — )| + |28 (An — Ayl
(3.15) < |xn — 1 lynlpa) + 211 [y — ylpeay + 120l (An — A)yla.

Therefore, by using Hoélder’s inequality, for a constant C' > 0 that may vary from line to line,
we find

TAT
e[ e A Y — (2 AD ]
0

AT ) AT _ 1/2
<o (e[ e - xepa €| [T e Do )
0 0
AT I AT ol o 1/2
e (E [ [ e |Hdt] : [ [ e et - g >rD(A)dtD

TNAT
e[ e 1 = DX ]
0

We now verify that the dominated convergence theorem can be applied when taking limits
as n T oo in order to show that the right-hand side of the last inequality converges to zero and
thus (3.13) holds. We provide details only for the term

TNT
E [/0 e_pt]Dgo(X?’x’I) — D‘P(Xfyl)’%(A)dt}

since all the others can be treated by similar arguments (thanks also to (3.11)). Recall (3.4)
and (3.5). Then

)]l(t)[O,T/\T]eipt|-DS0(XZL;x,I) _ DSO(X?J”%(A)’ < 6’27

so that the dominated convergence theorem ensures that

AT
lim E [ / e | Dep(X[5) — Dso(Xf”ﬂ%wdt} =0,
0

ntoo

upon recalling again that (up to a subsequence) X/’ RN X7 I With probability one as n —
Q. U

The next proposition provides an inequality for the cube of the norm on H. This will be
exploited in the proof of the viscosity property of V' (see Theorem 3.7 below).

Proposition 3.4. Letz € H, pe X, I € Ty, and 7 € T. Assume that

.
(3.16) E[/ fmuﬁf—ﬂH¢ﬁ“—mﬁgmm4<<m.

Then, the following inequality form of Dynkin’s formula holds true:

E [ |X5T — af}]

<E [/ e Pt (3|aa*\£1(H)|Xf’I —z|lg — p|th’I - 3:|%[> dt —|—/ e_pt3|th’I - 93|H<Xf’l —x,0)gdr| .
0

Proof. Notice that, setting
9(y) =y — =zl yxeH



14 FEDERICO, FERRARI, RIEDEL, AND ROCKNER

one has
Dy(y) =3ly — z|u(y — =), D?gly) =3ly — =[5 (y — ) @ (y — =) + 3|y — 2|g - Idp.
In particular
Tr [00™ D?g(y)] <|1D*9(y)| e Tr [o0™] < 6ly — zlm|oo|z, ).
The claim then follows by arguments as in the proof of Proposition 3.3, upon noticing that for
the Yosida approximants (A, X;"*, X! ; < 0 (by dissipativity) and then taking the lim sup

(in place of the lim) as n — oo so to get rid of the unbounded term (th’l, AXf’I>H. See also
[27, Prop. 1.166] for the regular control case. O

The next result is the dynamic programming principle for the singular stochastic control
problem (2.20). We are not going to provide a proof here, as this would very much follow the
arguments used in the finite-dimensional settings (see [22], [38], and [19], among others). As a
matter of fact, the key steps in the proof are based on the flow property of the solution to the
controlled dynamics, which is, in the present setting, guaranteed by the semigroup property.

Proposition 3.5. [Dynamic Programming Principle for V] Recall (3.1). For each T € T, we
have

(3.17) V(z)= inf AE[ / et (G(Xf’l)dt+d1/t)+epTV(Xf’I)}a z e .
I:=(v,v)€ly -

We are then ready to provide the definition of viscosity solution to (3.2) and to prove the
viscosity property of V' as in (2.20).

Definition 3.6 (Viscosity solution).
(i) We say that v € C(H) is a viscosity supersolution to (3.2) at x € H if, for every ¢ € X
such that 0 = v(z) — p(z) = min(v — @), one has
max {(p —G)¢p(x) = G(a), sup { —(Dg(x), b —1}} > 0.
€

(ii) We say that v € C(H) is a viscosity subsolution to (3.2) at v € H if, for every ¢ € X such
that 0 = v(z) — ¢(x) = max(v — @), one has

max { (p— G)p(r) ~ G(x), sup { —(De(x),0)n ~1}} <0
€
(11i) We say that v € C(H) is a viscosity solution to (3.2) at x € H if it is both a viscosity
super- and subsolution.

Theorem 3.7. V is a viscosity solution to (3.2) at all x € H.

Proof. (Subsolution property.) Let x € H, ¢ € X be such that 0 = V(x) — p(z) = max(V — ).
Step 1. For § € © and ¢ > 0, consider the control
I=(.,v)=(0,0) ey,
with 75— = 0 and 2y = ( for any ¢t > 0. By Proposition 3.5, we have for h > 0

h
(3.18) V(z) <E { / e PGXPN AL+ ¢+ e PV (XD
0

We now aim at taking limits as A — 07 in (3.18). To that end, note that the limits in the right-
hand side of (3.18) can be interchanged with the expectation: By the monotone convergence
theorem for the integral term; because of the dominated convergence theorem for the third
addend, since V' has sub-polynomial growth (cf. Proposition 3.1), and since XZ’I = X}f’o + C0
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(cf. (2.7)) and E[supco,n 1X70P] < oo, for p > 2 and for any T > 0 by (2.11). Hence, due to
X5 o x4 ¢0as h — 07, we find
(3.19) V(z) <{+V(x+¢h).

But then, (3.19) yields

p(z) < ¢+ oz +¢h),
which, dividing by ¢ and letting ¢ — 07, in turn gives (cf. Proposition 3.1)

—(Dp(a),0)p < 1.
Since the latter holds for every 0 € ©, we find
sup {—(Dyp(x),0)n — 1} < 0.
0cO

Step 2. Let now I = 0 be the null control. Setting
TR :=inf{t > 0: |th’0\H > R}
(with inf ) = +00) and letting h > 0, by Proposition 3.5 we have

TRAR
o(x) <E [/ e*ptG(th’o)dt + €p(TRAh)g0(XfI;OAh)] .
0

Using now Proposition 3.3, we find
TRAR —pt x,0 z,0
E[/O e p([(p—g)go](Xt’)—G(Xt’))dt] <.

Dividing by h, recalling that ¢ € X and using that E[sup,c( 7 \Xf’ol] < oo, for any T' > 0 by
(2.11), we can invoke the integral mean-value and the dominated convergence theorems when
letting h — 0", and we obtain

(r—G)p(x) — G(x) < 0.
Step 3. Combining the last two steps we obtain the desired subsolution property of V.

(Supersolution property.) Let now x € H, ¢ € X be such that 0 = V(z) — p(x) = min(V — ).
Assume, by contradiction that there exists 7 > 0 such that

(3:20) sup {—(Dy(z),0)p — 1} < =21
USS]
and
(3.21) (p—G)p(z) — G(z) < —2n.
By continuity, for a suitable € > 0,
(3.22) sup {~(Dp(w).O)u ~ 1} < =1, ¥y € By, (2,9)
€
and
(3:23) (p=9)e(y) —Gly) < —n,  Vye By,(z,e),
where

B, (v,e):={y € H:|ly—z|g <c}.
Let now I = (0,v) € Iy be arbitrary but fixed, and set
ml=inf{t >0: Xf’l ¢ By, (7,e)},

with the convention inf() = oo, which still provides a sense to the formulae below. In the
following, we are going simply to write 7. instead of TEI , unless it becomes important to stress
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the explicit dependence on I. By Assumption 2.4 and the fact that ¢ € X, we have for a
constant C' > 0

sup  |Dglpe < C- sup [Dy|pa) =: C < 0.
BHH(CE’E) B‘4‘H(x,5)

Then, since ¢ > g,1, we have

E[ / i et ’<D¢( ), 9%) H‘dyt] < CE [ 1,9:) det]
(3.24) = fE[/io ept<q01,0t>Hdz/t] < EU e PHq, ) det]

= qCE[/ eptdut} < 00.

Similarly, one gets

(3.25) E [/ e Pt ‘(Xf’l - 93,19,5>H) dl/t:| < 00.

Hence, employing (3.22), (3.23), and Propositions 3.3 and 3.4, whose requirements are met
due to (3.24) and (3.25), we find

V(z) = Ele = V(X2)] < p(x) — E[e " p(X2T)]
—pTe x, [ 3 —pTe x,l 3
:—E[ep X7 —x‘H}+E[e” X7 —:U}H}

T

E [ [ ero- gt - [ empate, mm]
0

Te
< —¢’E [e_pTE]I{TE@O}] +E {/0 e_pt3\aa*|£1(H)€dt + /0

+E [ / C et (x Pt + dut)} —E { / " emet(at + dut)] .

3€_pt€2d1/t:|

The latter implies
(3.26)
V(z)—E [/ ) e*pt(G(th’I)dt +du) + epTEV(ng’I)]

< —e’El[e "] +E [/ ) e "3loo™|z, (myedt —|—/ ] 3ept62dyt] —nE [/ ) e Ph(dt + dut)} ,
0

where we have used that e™#™ 1 _, .y = 0 by (3.6).

Stressing now the dependency of 7. with respect to the given and fixed I € To, taking the
supremum on both terms of (3.26) with respect to I € Zj, using (3.17), and considering the
identity

I

TE
e P —i—p/ e Pldt =1,
0

TEI TI
E / e Pt (3]00*\51(1{)5 — 17) dt +/ e pt( )dut] }
0 _

we obtain

I

TE
0 < sup { —€’E p—/ e Ptdt
Iefo 0
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that is,

-l 7!
0< —pe®+supE [/ e Pt (36|aa*\51(H) + &3 — n) dt —l—/ e PH(3e% — n)dyt] ,
I Gfo 0
Taking € small enough with respect to n, which can be done without loss of generality, the
integrands on the right-hand side of the last display formula are negative, so that the supremum is
nonpositive. Hence, we reach a contradiction and the supersolution property of V' is proved. [

Remark 3.8. It is worth emphasizing that the argument of the proof of the supersolution prop-
erty can be clearly applied also in the finite-dimensional setting. As a consequence, this novel
argument is able to reduce substantially the technicalities that are typically needed in R™, n > 1,
in order to show the supersolution (respectively, subsolution) property in minimization problems
(respectively, maximization problems) involving singular controls (see, e.g., [16], [34, Ch. VIII],
[38], and [19], among others).

Remark 3.9. To the best of our knowledge, there are only two contributions in the literature
in which the viscosity approach is developed for variational inequalities in infinite dimensional
spaces: These are [15] and [36]. In both of them, the variational inequality is related to an
obstacle problem and thus involves a constraint on the solution itself, and not on its gradient
(as, instead, it is in our case).

(i) In [15], a problem of optimal stopping for a stochastic process with memory is considered.
The infinite-dimensional space in which the underlying state process takes values is that
of continuous functions, and the evolution of the process is subject to the action of an
unbounded operator (the first-order derivative). However, the Brownian noise is finite-
dimensional in [15].

(ii) In [30], the aim is to price American options defined on forward-rates models. The interest
rate process takes values in an Hilbert space and it evolves according to nonlinear dynamics,
which however do not involve an unbounded operator. In this framework, the authors are
able to prove a comparison result and to apply it in order to (uniquely) characterize the
value function of the underlying infinite-dimensional optimal stopping problem. Remark
4.10 below will articulate more on the relation between our paper and [30].

4. SELECTING A SPECIFIC DIRECTION OF ACTION: A RELATED OPTIMAL STOPPING PROBLEM

In order to achieve further regularity of V', we now specialize to the case in which the controller
can only choose the intensity v € S appearing in the decomposition (¥, v) € Zy of any admissible
control I € 7.

In particular, we select the convex cone

A = Span{n},

where 1 € Hy \ {0} and it is such that, without loss of generality, (¢,n)y = 1. Consequently
(cf. (2.15)), ©® = {n} and we make the following assumption, which will hold throughout the
rest of the paper without further mention.

Assumption 4.1. The vector i € H, \ {0} is an eigenvector of A with eigenvalue \'.

Remark 4.2. (i) It is worth stressing that Assumption 4.1 does not imply that there exists
a singularly controlled component of the state variable X that is decoupled from the rest
of the infinite-dimensional dynamics of X. To clarify this, suppose that H = R? and

consider
1 0 . (0
A_(ll) and n—<1>.

1Clearly, with A < —§ < 0, where J is as in Assumption 2.1.
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Notice 1 is an eigenvector of A. In this case, the two components of the state process X
are truly coupled through the operator A so that the action along the direction n affects
indirectly also the first component of X.

(ii) Sufficient conditions guaranteeing the validity of Assumption 4.1 can be found in [3, 20].
We refer to Section 4 in [13] for a detailed discussion.

For future use, we recall here that the uncontrolled state-process uniquely solves in the mild
sense (cf. (2.7))

AX70 = AXPOdt + odWr,  X30 = € H;
that is (cf. (2.9)),

t
. T =e"r + e o s=€e"x+ ’ > 0.
(4.1) X0 = tA / =AW, = ez + W77, >0
0
Furthermore, X% has continuous sample paths.
For our subsequent analysis, we define

(4.2) Gi(x) .= (DG(z),nyy, =€ H,

and introduce the optimal stopping problem

-
sup E[/ e PG (XEN) At — e P VT] 2 e H,
TET 0

where T denotes the set of the F-stopping times. The next result relates the previous optimal
stopping problem to the directional derivative of V' as in (2.20), in the direction n. This can be
thought of as an infinite-dimensional analogue of the result in [4], where, in a finite-dimensional
setting, it is proven that a suitable optimal timing problem provides the marginal value of an
irreversible investment problem of monotone follower type.

Theorem 4.3. For any x € H, one has

(4.3) Via(z) := (DV(2), ) g = sul?E[ / e~ (PG (XY dt — e (P77
TE 0

Proof. The proof is organized in two steps.

Step 1. Let x € H. Here we prove that there exists an optimal control I* := (n,v*) € Z; for
V(x) as in (2.20). Furthermore, if G is strictly convex, I* is unique up to indistinguishability.

Let (I*)gen := (7, v*)ren € Zo be a minimizing sequence for V(z). Let us denote by X®F :=
X=I* k € N. Given that V(z) < é(1+ |z|%), € H, (cf. Proposition 3.1) for p > 2 as in
Assumption 2.8, we have for some ¢ > 0

> 1
(4.4) sup E U eI XPE dt] < —(G1+[alf) + 2+ 2).
keN K1 P

Because .
th’k = ez + WtA’Ut + ﬁ/ eA(tfs)de,

-
e 0 for all t > 0, give, for a constant

simple estimates using A < 0, (2.10), and |etA]£(H)
C > 0 (changing from line to line),

(4.5) Al E(f ) < C(Jalt + 2 + E[IXPHP]).
This in turn yields by (4.4)

[e.9] o0
(4.6) sup E[/ e_(p_Ap)t\yf]pdt} < C’(l + |z} + sup E[/ e Pt X
keN 0 keN 0

pdt]) < 0.
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Hence, by Banach-Saks theorem, there exist a subsequence of (/*)gey - still denoted by

(V*)ren - and some v* € LP(Q x [0, 00); P ® e~ (P=AP)dt) such that
4 1
(4.7) 7= ——Y UF sk in LP(Q x [0,00); P @ e (PP,
7+ 1 k=0

Actually, up to passing to a further subsequence (again, relabeled in the following), such a
convergence can be realized P ® e~ (P~ )tdt-a.e. Then, by arguing as in [, Lemmata 4.5-4.7],
the process v* admits a modification - still denoted by v* - that is right-continuous, nondecreasing
and F-adapted, and thus belongs to S. Furthermore, given that v* € LP(Q x [0,00);P ®
e~ (P=2P)tdt) and that ¢t — E[|vf|P] is nondecreasing, it follows that the integrability condition
required in (2.17) is also met (recall that, in this section, J; = n). Set then = (n, 07) € To,
j €N, and I* := (n,v*) € 1.

Notice now that by making use of an integration by parts in the integrals with respect to di7,
one also has that P ® e P!dt-a.e. (cf. (2.9) and (2.8))

~. t
Xf’lj _ et'A.T—f—WtA’U +/

t
=4 AD] = ey + WA / M=) dpd — X7

and also P-a.s.
00 ) o0

/ e_ptdﬁt] — e_”tdyt*.
_ 0-

By convexity of (x,v) — J(x;I) (cf. (2.19)) the sequence (fj)jeN := (1, 77) jen is minimizing
as well, and we conclude by Fatou’s lemma and the previous convergences that

V(z) =liminf J(z; ) > J(x;I*), x € H,
j—00

from which the optimality of I* = (7, v*) € Zy for V(zx) follows.
Finally, the uniqueness claim follows from strict convexity of (G, upon using arguments as
those in the proof of Proposition 3.4 in [30].

Step 2. Here we prove (4.3). Since the proof very much follows the lines of those of Lemmata
3 and 4 in [1], we only sketch it.

Let z € H, I* = (n,v*) € Zy be optimal for V(x) (cf. Step 1 above), and for 7 € T and € > 0,
define

Ir 0<t<r
4.8 = t - ’
(48) S {Igk +eeMp, t>T.

The process £ € Ty and it has direction of action 7 and intensity of action v¢ such that 1/5, =0

and dl/f = dyf +eeMo(t — 1), for any ¢ > 0. Furthermore, letting X*~*™¢ be the solution to
(2.7) started at time 0~ from level 2 —e# and controlled by &, we have that: X*—¢™¢ = xz—eml”
on [0, 7), while X*~¢%¢ = X*I" on [r, 00).

Hence, by exploiting the convexity of G, Assumption 2.2, and the previous observations,

V(z)=V(z—en) > T(x;I") — J(x — en; &)

—E |:/ e_pt<DG(Xi’Ef€ﬁ,7]*)’Xf7I* . X;yfsﬁ’l*>Hdt _ 6e—(p—)\)’T:|
0
(49) = 5E|:/ 6—(P—)\)t<DG(X£E75ﬁ,I*)’ ﬁ>Hdt B 6_(p_>‘)T:|
0

> 5E{ / e~ P NYDG(XTM0) A) gdt — e(p/\)T},
0
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from which

(4.10) lim inf 1 (V(:U) —V(x— gﬁ>> > sup E [/ e—(p—A)tGﬁ(th,O)dt _e—loNr |
e—=0 € reT 0

Under the usual convention inf ) = +oo, let now 7* := inf{t > 0: v} > 0} and 7° := inf{t >
0:vf> €€>‘t}, for € > 0. Clearly, 7¢ | 7* as € | 0. We then define

0, 0<t<Te,
IF —eeMn, t>71°

(4.11) n = {

and notice that denoting by X*+¢™7 the solution to (2.7) started at time 0~ from level x + e
and controlled by 7, we have that: X*+enn = X240 on [0, 7°), while X*+"7 = X=I" on
[T€,00).

Convexity of G then yields

(4.12)
V(e +en) — V(z) < (@ +ensn) — T (: 1)

T . R N T
- E[ /0 e PHYDG(XFTEM0y, xEren0 _ x el par — /

Notice now that

T

_ _\+E -
e Ptduf — (56 AT —V*s)e T ]

t
~ R

e_)‘sdu;).
Plugging the latter relation into (4.12), dividing by € and adding and substracting terms, one
arrives at

%(V(l‘ + €'fl) — V(l’)) S E |:/ e_(p_A)t<DG(X£U,O), TAL>Hdt _ 6_(p_>\)7—*]
0
(4.13)  + E[ / e P VUDG(XTHM) - DG(X]0), ) Hdt} + E[e—@—mr* _ e—(p—me]
0

3

€ . t
+ E[ / e’(””\)t(DG(XfJ“‘E"’O),'fz>H<1 ! / e“dy;)dt]

Taking limits as € | 0 it is not difficult to see that all the addends on the right-hand side of
(4.13) but the first converge to zero. Hence,

1 T* .
imsup (Vi) = V() <[ [ G087 - e

e—0 0
(4.14) < sup E[/ ef(pf)‘)tGﬁ(Xf’O)dt - e(pA)T] .
TeT 0
Combining (4.10) and (4.14) and using the fact that V € CVMP(H) (cf. Proposition 3.1(v))
we obtain (4.3) and thus complete the proof. O

We assume the next condition on the directional derivative Gj.
Assumption 4.4. G; € C1(H) and |DG;|y < K¢, .

For our subsequent analysis, it is convenient to make an integration by parts and exploit the
strong Markov property to write

Vi(z) = -1 —®(x) + SE,I;E e*(p*)‘)Tq)(Xf’O)], xr € H,
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with
o
(4.15) O(z) = —E[ / e~ (=Nt (Gﬁ(xf’o) +p— )\) dt], e H.
0

Under Assumption 4.4, using (4.1) and that \etA|£(H) < e7% one finds for any 1,22 € H that
(recall A < —§ < 0)

|B(w2) — B(z1)|g < E[ /0 e—<p—”t!Gﬁ<Xf2’0>—Gﬁ<Xf1’°>|Hdt]

E /oo ,(p,,\)t‘ t.A( )l dtl < KGﬁ ‘ ’
e e Mrg — — |x9 — x1|H.
; 2 g = At 2 1H
Actually, given that G € C*(H), it can be easily shown by direct calculations that ® € C1(H).

With regard to those properties of ®, in order to further investigate the C'-regularity of Vj
it then suffices to consider

(4.17) U(x) :=Va(z) + 1+ P(x) = sup E[e_(p_)‘)T@(Xf’O)}, x € H.
TET

(4.16)

IN

Proposition 4.5. Let Assumption 4.4 hold. Then, one has

7

|U(l‘2) - U(ZL“1)|H < ﬁ|$2 — :L‘1|H, x1,T2 € H.

+3
Proof. For 1,22 € H, recalling (4.1) and using (4.16) as well as || (z) < e~ for any t > 0,
one has

|U(z2) —U(x1)] < supE [e_(p_)‘)T‘QJ(X;?%O) _ (P(Xfl,o)‘]
TET

Ka.
o A ),

———= |2 — X .
>~ Nt 2 1|H
O

By continuity of U, the stopping region {x € H : U(z) = ®(x)} is closed. Hence, by standard
theory of optimal stopping (see, e.g., [55, Ch. I, Sec. 2.2], whose results hold for an underlying
process taking values in a measurable space), one has P-a.s. that

™ o=inf{t>0: UX™) =oX""), zeH,
is optimal.

Proposition 4.6 (Dynamic Programming Principle for U). For all stopping times 6 € T we
have
(4.18) U(x) =supE [6_(p_)‘)T]IT<QCI>(Xf) + 6_(p_>\)9]lTZQU<Xg:)i| , VreH.
TET

We refrain from providing a proof of the previous result. As a matter of fact, this would
follow the same lines and steps as in the finite-dimensional settings (see, e.g., [50, Sec. 5.2] and
references therein) and exploit the flow property of X, which is ensured here by the semigroup
property.

Based on the dynamic programming principle, one has that the differential problem associated
to U is the variational inequality

(4.19) min {((p—A) —G)u, u—®} =0 on H,

with G as in (3.3), and for which, recalling the class (3.5), we now provide the definition of
viscosity solution.

Definition 4.7.
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(i) We say that u € C(H) is a viscosity supersolution to (4.19) at x € H if, for every p € X
such that 0 = u(x) — ¢(x) = min(u — @), one has

min {((p — \) — @), ¢ — @} > 0.

(ii) We say that w € C(H) is a viscosity subsolution to (4.19) at x € H if, for every ¢ € X
such that 0 = u(x) — p(x) = max(u — ), one has

min {((p —A) = G)p, ¢ — P} <0.

(11i) We say that uw € C(H) is a viscosity solution to (4.19) at x € H if it is both a viscosity
super- and subsolution.

Lemma 4.8. Letx € H, € > 0, and let
0:=inf{t >0: X0 ¢ B, (z.e)} AL

with By, (z,€) :={y € H : |y — x|y < e}. There exists m, > 0 such that
ONT N e—(p=N)T
(4.20) E / e~ (P Ntqs 4 7)\]IT<9 >m,, VT€ET.
0 P

Proof. First of all, notice that

P
0 T —(p—N)T
=E (/ e_(p_)‘)tdt> L5+ (/ e_(p_)‘)tdt) g+ S 1.
0 - 0 p—A
1 — e—(P—N)0 1
- [n + n] |
p—A

Then assume, by aiming for a contradiction, that there exists a sequence (7,,) C 7 such that
1 — e (p—N)0 1
E [nwe +——1cq| = 0.
This means that

(4.21) nmz(,] —0 and E[L, -] — 0.

The second convergence above yields, passing to a subsequence still labeled in the same way,

lim1l, >p =1 as..
1 >

But then, the dominated convergence theorem gives
1 — e (=N 1 — e (=)0
E [e]lTn>g SE| S T s 0,
p—A = p—A

where the strict inequality in the formula above is clearly due to continuity of trajectories of the
process XY, Hence, we have found a contradiction with the first convergence in (4.21) and the
proof is thus complete. O

Proposition 4.9. U is a viscosity solution to (4.19) at all x € H.
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Proof. We follow the ideas of the proof in the finite-dimensional setting proposed by [56, Thm.
5.2.1], but we simplify substantially the proof of the subsolution property thanks to Lemma 4.8.

Supersolution property. Recall (3.5) and let ¢ € X be such that
0=U(z) — ¢(x) =min(U — ¢).
Clearly,
p(r) =U(r) = ®(x).
Therefore, it remains to show that
((p=A) = G)p(z) 2 0.
Setting
TR :=inf{t > 0: |Xt$’0\H > R}
(with inf ) = +00) and letting h > 0, by Proposition 3.5 we have
U(w) > E[fe” 0Ny (X729, ],

TR/\h
so that

0 > E[e” " NORWY (XTI, )] = Ule) = Ele™ P VI o(XT0, )] = pla).

TRAR

On the other hand, Proposition 3.3, applied in the case of I = 0 (the null control), yields

Ele V(28] = o) + € | [ " (G — (o= W)l

Combining the last two display equations and dividing by h we obtain

e[/ " oM (o - ) - 9] (x| > 0.

We conclude by taking h — 0 and applying the integral mean-value theorem and the dominated
convergence theorem, since ¢ € X.

Subsolution property. Let ¢ € X be such that 0 = U(z) — ¢(z) = max(U — ¢) and assume,
by contradiction, that there exists some 7 > 0 such that

2n

((p=2) = G)pla) > 20 and U(w) ~ () > =,

By continuity,

((p=A) = G)ply) >n and U(y) — ®(y) > p_LA VB, (2,€),

where we recall that By, (v,¢) :={y € H: |y — x|y < e}.
Let us define the stopping time

0:=inf{t>0: X7 ¢ B, (z.e)} AL

Then, using Dynkin’s formula of Proposition 3.3 (applied again in the case of I being the null
control) we obtain for each 7 € T

E |:ef(p7/\)(9/\T)U(Xg/a\(?r):| —U(z) <E [e—(pfmam)gp(xgﬂ)} — ()

. [/Oem o (=Nt [(g —(p— )\))4 (Xf’o)dt} 7
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which in turn, thanks to Lemma 4.8, implies

ONT
U(z) 2 E {77/ e~ (Nt 4 o= (=N O (0 )}
0

AT

ONT
=t {77/ R S s B (77)\ + <I>(Xf’0)> + e—(p—k)0]17>9U(X;:,o)}
0 p— >

ONT —(p—A)T
=nE / e~ (P~ Ntqe + 67]IT<9
0 p—A

> nmo+ E [e‘(p‘”TﬂKe@(vaO) + e—@—A)"nTEQU(Xg’O)} _

+E [e’(p’”fllmecb(xf’“) + e*(f’*WnTZgU(ngO)}

Taking the supremum over 7 € T in the latter, we contradict (4.18), concluding the proof. O

Remark 4.10. Comments as those collected in Remark 3.9 apply to (4.19). The analogy of
our setting with [30] is at this point even tighter, as now (4.19) takes the form of an obstacle
problem and thus involves a constraint on the solution itself (and not on its gradient as it was
in the previous section,).

If one aims at a comparison theorem for (4.19), this might be proved by adapting the techniques
of [36] in order to deal with the unbounded operator in the dynamics of the state process (not
present in [36]). To that end, one should treat the unbounded term as in the regular control
case by adding radial functions as test functions in the definition of viscosity solutions (see [27,
Ch. 3]).

However, because our main aim is to provide reqularity results for the optimal stopping problem
under consideration, we refrain from studying the relevant question of uniqueness of the viscosity
solution to (4.19), which is then left for future research.

Thanks to Assumption 2.1, we can introduce
(4.22) lz|—1 := |A x|y,

Then, in order to achieve the C'-regularity of U, we strengthen the assumption on Gy, by
requiring the following, which will be standing in the rest of the section.

Assumption 4.11. There exists ko, > 0 such that |Gi(x)| < ko(1 + |z|-1). Furthermore, Gy, is
semiconcave with respect to the norm | - |_1; that is, there exists k1 > 0 such that

AGi () + (1 = A)Ga(y) — Ga(Az + (1 = Ny) < %A(l — Nz —yl2y, Vo,yeH, Ae[0,1].
Remark 4.12. Assumptions 2.8, 4.4, and 4.11 are satisfied, e.qg., if

Gz) = %(@:, a2 or Glz)= %(Q:C,:U)H, veH,

with h € D(A), and with Q being positive semidefinite, symmetric and such that Qn € D(A).
Indeed, in these cases,

Ga(x) = (z,hyg(h,n) g, respectively Gi(x) = (z,Qn)g, x € H,

so that G is clearly concave, belongs to C1(H) and it has sublinear growth with respect to |- |p.
Moreover, in the first case, setting k := Ah, one has

|Gi(@)| < [Blu|(, h)u| = |hla|(z, AR i | = bla| (e, A k) g
= bl |[(A™ 2, k)| < |hlmlklmle|-1.
Similarly, in the second case, setting k := AQn, one has
|Ga(@)| < (@, QA) | = (2, A k) u| = (2, A k)l
= [(A" e k)| < [klale]-1.
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Recall (2.9) and (4.22). By (4.1), it holds
AT X g < [ A g + [ AT W
Then, the contraction property of the semigroup 4, estimate (2.10), and the fact that the

norm | - |_p is clearly dominated by the norm |- |z give
(4.23) E [sup \Xf’o\_l] <E(+|z|-1), VYxeH,
s>0

for some & > 0.
One then has the following preliminary result.

Proposition 4.13. U is semiconvexr with respect to the |-|_1 norm and there exists K, > 0 such
that

(4.24) U (@)] < Fo(1 + |2]-1).

Furthermore, U s | - |_1-locally Lipschitz continuous.

Proof. Using (4.1) and that |e"4|z(zr) < e, one easily finds from (4.15) that the semiconcavity
with respect to the |- |1 norm of G implies semiconvexity of ® with respect to the |-|_; norm
as well. Hence, given that x > X 0 ig linear, we find that U is semiconvex with respect to the
| - |—1 norm being supremum of semiconvex functions (see [14, Prop. 2.1.5], whose proof does
not suffer the dimensionality of the state space).

By (4.15), one also has that the growth condition on Gy, together with (4.23), imply that
|®(x)] < Ko(1+ |z|-1), for a suitable K¢ > 0. The latter, together with (4.24), in turn gives
for K, > 0

U (x)| < sup E[|@(X70)[] < Ko (1 +E[sup |X70|-1]) < Ro(1 + |a]-1).
TET s>0

Finally, the last claim is due to [25, Cor. 2.4, p.12] and to the fact that, being U semiconvex

with respect to |- |-1 norm, by Lemma A.1(i) one can write

~

U@ﬁ%ﬁ@—%m%,xeﬂ
for some ®1 > 0 and Uy convex. O

In the rest of the paper, we are going to study the regularity properties of the (sub)gradient
of U.
Proposition 4.14. The following hold true:
(i) D~U(x) CD(A) at all x € H;
(i) The multivalued map D~U : H — D(A) is | - |g-to-| - |pay upper hemicontinuous, with
D(A) being endowed with the graph norm.

Proof. Recall that by (i) in Lemma A.1 we can write

Ulx) = Up(w) = oy, w e H,
for some k1 > 0 and Uy convex, so that, for any z € H,
D U(x) = D™ Uy(z) — R A .
Hence, without loss of generality, up to replace U by Uy, we work in the rest of this proof under
the assumption that U is convex. We now prove each item separately.
~ Proof of (i). Let x € H, (hn) € D(A) be such that h, — 0 with respect to |- [g, and set
hy, := Ahy,, so that also |hy|—1 — 0. For p € D~U(z), by convexity of U we have

Uz + hy) = U(z) > (p, ha) i,
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which rewrites as

(4.25) Uz + hyp) — U(z) > (p, Ahp) i

Since U is | - |—1-continuous by Proposition 4.13, the linear functional
T, :D(A) - R, T.(h)=(p,Ah)nx

is | - |g-upper semicontinuous by (4.25); that is, limsup,_,., Tz(h,) < 0. Taking now the
sequence (—h,) C D(A) and exploiting the linearity of T3, it also holds that T} is | - |z-lower
semicontinuous. Hence, it is | - | g-continuous, which means that p € D(A).

Proof of (ii). Consider the function
u:D(A) =R, wu(x):=U(Az), x€ H,
so that U = w o A~!. Then u is convex and by Proposition 4.13 one has
lu(z)] = |U(Az)| < Ro(1 + |Az|_1) = Ro(1 + A Az|p) = Ro(1 + |2|g), =€ H.

Hence, u is | - | g-locally Lipschitz continuous by [25, Cor. 2.4, p.12] and thus it can be extended
to a continuous function defined to the whole space H. Moreover, for all € D(A), we have

g€ D u(zr) <= p=Age D U(Az).
Hence, by using the definition of subgradient,

D u(zx) = ADU (Az), Vx € D(A).
By convexity, the multivalued map

(DA, |- ) = (H,| - |), 2= D7 u(x)
is upper hemicontinuous. Because

D U(z) = A 'D u(A 'z),

it then follows that DU : H — D(A) is | - |[g-to-| - |p(4) upper hemicontinuous. O

Proposition 4.15. Recall Assumption 2.7, let z € H, h € K, and set h := oh. If h € D(A),
then U is differentiable at x along the direction h.

Proof. We assume, without loss of generality, that U(xz) = 0. Indeed, this can be always achieved
by a translation. Again, by (i) in Lemma A.1 we can write

~

K
U(y) = Uo(y) — ély —z%,, ye€H,

for some x1 > 0 and Uy convex.
We now argue by contradiction and assume that U (hence Up) is not differentiable along the

direction h := Uﬁ, with h € K. By convexity of Uy (cf. Proposition 4.13) and by Proposition
4.14, there exist p,p € D~ Up(x) C D(A) such that

Again by convexity,
(py —x)u vV (D,y —x)m, Vye H.

Uo(y
uc ) C X (cf. (3.5)) such that for any n € N

It is then possible to constr

)
ct
Pn(z

v§>|v

SO’I’L S UO’

|D@n ()| + |ADGn(2)|n < M < o0,
(D%G,(z)h, h) g > n,

L (D23 (x)k, kY =0 Vk,k € Span{h}+,
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for some M > 0. Notice that it follows from the previous properties that
1
(4.26) §Tr [JU*D2§5”(33)] > n.

As a matter of fact, the sequence

~ 1 B n

realizes all the previous requirements, at least in a neighborhood of = (and can be easily modified
in order to satisfy them globally on H).
Define now ¢y, (y) := @n(y) — S|y — |2, for any y € H. Then (cf. (4.26))

¥n S U7
| D ()| + |[ADpn ()| g < M < o0,
3Tr [00*D2pp(2)] > n— 3k Tr [oo* A7

Because U is a viscosity supersolution at x of (4.19) (cf. Proposition 4.9), one finally has

1
0< [((p=X) = G)en](z) = =5 Tr [00" D¥pn(w)] = (2, ADpn ()
< —n+ %/ﬂTI‘ [UU*AA] + M|z|g — —c0 asn — oo,

which gives the desired contradiction and thus completes the proof. O

Remark 4.16. It is worth noticing that the proof of Proposition 4.15 only exploits the viscos-
ity supersolution property of U, which is actually the easiest part to be shown in the proof of
Proposition 4.9.

The next proposition strenghts the regularity result of Proposition 4.15 in the case
R(0) ND(A) = H,
where R(o) denotes the range of o (with o satisfying Assumption 2.7).
Proposition 4.17. If
R(c)ND(A) = H,

then U is (Fréchet) differentiable at x, DU(z) € D(A), and DU € C(H;D(A)), with D(A)
being endowed with the graph norm.

Proof. By following the arguments developed at the beginning of Proposition 4.14, we can here
assume that U is convex. Then, due to Proposition 4.15 and convexity of U, we know that, for
each h € R(c) N D(A), the set

{(h,p)g : pe D U(x)}

is a singleton. Since R(0) ND(A) = H, the set D~U(z) must be a singleton too. Again by
convexity of U, it follows that U is differentiable at x € H. Furthermore, using Proposition
4.14(i), we conclude that DU (z) € D(A).

The last assertion finally follows from the previous conclusions and Proposition 4.14. O
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5. SECOND-ORDER SMOOTH-FIT FOR V

Thanks to Proposition 4.17 and Theorem 4.3 we finally achieve the second-order smooth-fit
of V' in the direction of . More precisely, we have the following corollary.

Corollary 5.1. Under the assumptions of Proposition 4.17, V.€ CYLP(H) and V;, € C'(H).

The second-order regularity of the value function has been a fundamental aspect of singular
stochastic control theory since its beginning. The underlying idea is that such smoothness of
the value function lays the groundwork for characterizing the problem’s free boundary and,
consequently, for constructing an optimal control of reflection type.

In one-dimensional or two-dimensional fully degenerate stationary settings, where a guess-and-
verify approach can be employed, imposing a suitable second-order regularity on the solution of
the variational inequality enables the unique determination of certain otherwise free parameters.
This, in turn, allows for the identification of the value function of the problem and the free
boundary at which the state process should be optimally reflected (see [2, 33, 11, 51], among
many others).

The validation of a second-order smooth-fit property in multiple dimensions still requires
verification on a case-by-case basis. This is well described in the introduction of the seminal
work by S.E. Shreve and H.M. Soner [57]: ”7An important question is whether the principle of
smooth fit can be expected to apply to multidimensional singular control problems, or is it strictly
a one-dimensional phenomenon. Karatzas and Shreve [15] suggested that it might apply in higher
dimensions. [...] Our discovery of a C?-value function provides strong support for the belief in
a widely applicable principle of smooth fit. Nevertheless, the argument of this paper depends
heavily on the fact that only two dimensions are involved [...], and we have not found a way to
obtain a similar result in higher dimensions.”

In suitable multiple-dimensional frameworks, second-order regularity of the derivative of the
value function of the singular stochastic control problem along the direction of the control process
has been obtained more recently through its relation to optimal stopping (see, e.g., [17, 23, 32]
). Our result is thus situated within this body of literature and actually provides, for the first
time, the validation of a second-order smooth-fit property in an infinite-dimensional setting.

6. TWO APPLICATIONS IN ECONOMICS

Here we discuss two economic models that can embedded into our setting.

6.1. An irreversible investment problem into energy capacity. Let O be an open, simply
connected, and bounded subset of R”, n < 4, with smooth boundary. We endow it with the
Lebesgue measure p on the Borel o-algebra of O, and consider the Hilbert space H = L?(O; p).

Within this mathematical framework, we consider a company which has to deliver energy to
the locations of 0. We assume that, in absence of any investment by the company, the energy
supply at time ¢ and location ¢ — denoted by EY(t, &) — evolves according to the parabolic PDE

OE° 0 0

W(tag) =AFE (t7§) —0F (tf)? (t7€) S R+ X O?
(6.1) E%(0,8) =e(¢), £€0,

OE°

g(t,ﬁ) =0, (t,8 €R;y x00,

where A is the Laplacian operator over O, § > 0 is a depreciation factor, e(§) is the initial
value of the energy supply at location &, and n denotes the unitary outer normal vector at the
boundary of O; the Neumann boundary condition at dO models the fact that we assume there
is no flux of energy at the boundary. Under suitable conditions on the domain, the above PDE
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is well posed as an abstract evolution equation in H. Precisely (see, e.g., [18, Sec.3.1]), defining
the operator

L£:D(L)C H — H,

where
0
D(L) = W P(0) := {f e W?(0): ai =0on 0}, Lf:=Af—6f,
n
one has that £ generates a strongly continuous semigroup of linear operators in H and (6.1) can
be rewritten in abstract terms as

dE) = LE)dt, Fo=e.

Assume now that the company can implement irreversible investment strategies I;(§) in order
to adjust the production capacity. The energy supply over the region, i.e. the spatial process
El(€), then evolves according to the controlled abstract evolution equation

dB! = LEldt+dI,, Ej-=e

Next, we model the total demand of energy as a spatial process A;(£) evolving according to the
SPDE

dA:(§) = BA(§)dt — adWi(§),  Ao(§) = a(§),

for some initial maximal demand a € H, some bounded nonnegative self-adjoint linear operator
B € L(H) such that £— B satisfies Assumption 2.2, and for o and W satisfying the requirements
of Section 2. The set of admissible investment strategies is therefore naturally modeled by the
class Z (cf. (2.12)). Moreover, we model the inverse demand function for energy assuming that
it depends on the location ¢ € O and is linear in the quantity E/(¢) that is being delivered; that
is,
P&, B/ (8)) = Ai(§) — BB (&),

for some function B(§) > 0. Here, A;(§)/B(€) is the maximal possible demand at location ¢ at
time t. We set B = 1 in the following (just for simplicity). Then, the total surplus at a given
time ¢ and location £ is given by

E(8)
U6 = [ (g 2)de = OB — 5 (B(6))

so that the overall total surplus at time ¢ is
1 1
St _/ Ur(§)p(d€) = (Ar, B )i — §<EtIvEtI>H = —§<Etl — Ay, By — A + <At7At>
D

As the last term is independent of the control I, it is irrelevant in the optimization process we
are going to define and we ignore it in the following.
Set now X/ := E/ — A; and A := £ — B. Then we have

6.2 dX! = AX!dt + cdW, +dI;, X! =e—a=:z
( ) t t t ty 0 )

The latter controlled SPDE satisfies our Assumptions 2.1, 2.2, and 2.4.

For an intertemporal discount factor p > 0, the energy producer aims at maximizing the total
expected surplus, net of the investment costs. Assuming that the cost of investment may vary
with location ¢ and that it is modeled by a local price ¢ € H,, bounded away from zero — that
is, there exists g, > 0 such that ¢(§) > g, for every & € O — the company’s optimization problem

18
> —pt 1 2
sup E e (—§|Xt\H—<q,dIt)H) .
IeT 0

The latter is clearly equivalent to minimizing the cost functional (2.13) with G(z) = |z|%.
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6.2. An energy balance climate model with human impact. Let us consider a one-
dimensional Energy Balance Climate Model with Human Impact (see, e.g., [10]; the basic climate
model dates back to Gerald North, see [53]).

We first describe quickly the basics of an energy balance climate model. The earth’s tem-
perature is taken to be the result of incoming radiation from the sun and outgoing radiation
through reflection. We consider temperature on the hemisphere, modeled by the half-circle that
we identify with the interval D := [—1,1], where £ € [—1,1] is the sine of latitude. M is the
Borel o-algebra on D, and p is taken to be the Lebesgue measure on (D, M).

We now model the temperature evolution T;(§) over time ¢ at location £ € D. The incoming
radiation at & is denoted by R(§) = QS(§)a(€). Here, S(§) is the solar energy arriving at
latitude &, @ is the solar constant divided by 4, and «(&) describes the amount of heat absorbed
at location £ (co-albedo); in general, it depends on temperature and location, but here as in [53]
we assume that it is just a function of £ € D. The outgoing infrared radiation at location £ is
linear in temperature, say v + n7;(£), for two constants v and n > 0. On the surface, we have a
typical heat transport that is modeled via the second derivative %, or more generally, by the
operator

B . d D d

B = 3¢ (PO /@)
for some diffusion coefficient D driving the heat transport. The overall resulting energy-balance
operator

(6.3) (QF) (&) = QS()a(§) — v —nf(&) + (Bf)(E)

describes the energy balance of the earth without human impact. The equilibrium temperature
distribution 7*(&) is given by the solution to the partial differential equation Q7™ = 0, subject
to appropriate boundary conditions (for instance, both zero Neumann or periodic boundary
conditions can be chosen).

We now add human impact due to carbon emissions. Let global cumulative human carbon
emissions be described by the (real-valued) process v € S (cf. (2.16)).

The temperature evolution at time ¢ is then described by

(64) dT; = 9T;dt + ocdW; + ]_dl/t, TO— =ux € H,

with 1 being the unitary vecor in H, and with o and W as specified in Section 2. In particular,
the Brownian motion W takes care of noise and unmodeled influences.

The dynamics (6.4) does not fit exactly into our setting because of the constant (in time)
drift term

b(§) == QS (&) — 7,
but this problem can be easily fixed. Define
Xy =Ty —T*, Af:=-nf+Bf,
so that
Of = Af +b.
Recalling that T™* is an equilibrium distribution for the temperature, we may write
dXy =d(T; — T*) = QT dt — QT*dt + odW; + 1diy

= ATydt — AT*dt + odW; + 1dy

= AXdt + odW; + 1dyy
and we are back in our setting. In particular, the operator A with the aforementioned boundary

conditions satisfies Assumptions 2.1, 2.2, and 2.4 (for the null Neumann boundary conditions
one, see, e.g., [18, Sec.3.1]; for the periodic ones, see Section 5.2 in [25]).
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Assume now that a decision maker (for instance, in this context, the United Nations) has an
ideal profile of temperature T in mind; this could be the pre-industrial equilibrium temperature
T* or a temperature distribution in its vicinity. The planner thus aims at minimizing the
average square distance |T — fﬁ{ to that ideal temperature and measures the cost of investment
into capacity by some price ¢ > 0. Then, the resulting minimization problem in terms of the
controlled process XV is (cf. (2.12))

(e, ¢]
inf E e’pt<X” T — T at du) ,
| [T (- T gt
for some intertemporal discount rate p > 0. This falls into our setting for G(z) = |z +T* - T |Z
Such a specification greatly simplifies the full economic model which would be beyond the scope
of the current paper. Compare [11] for an attempt in that direction.
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APPENDIX A. A RESULT ON SEMICONCAVE AND SEMICONVEX FUNCTIONS

We state here some properties of semiconcave and semiconvex functions on H.

Lemma A.1. (i) Let H be endowed with an arbitrary norm | -| and take F : H — R be
semiconver (with respect to the norm |- |); that is, there exists cp > 0 such that

AF@}+O—AW@A—FQx+ﬂ—AM)2—%JO—AWVﬂN,V%yeS,AemJL

Then
c
xam@+§m2
18 conver.
(ii) Let F' : H — R be both semiconcave and semiconvex (with respect to the norm |- |g);

that 1s, there exists cp > 0 such that
MF@%+G*AW@D*FQw+U4*MHngleﬂwfy@,

for every x,y € S and X € [0,1]. Then F € CH1P(H).

Proof. Proof of (i). This follows from [14, Prop. 1.1.3] (equivalences (a)-(c)), whose proof is not
affected by the dimensionality of the space under consideration.

Proof of (ii). This follows by adapting the convex-analytic arguments of the finite-dimensional
setting in [14, Ch.3]. We report these here for completeness. Let x € S. Since F' is semiconvex
and semiconcave, we have that both the supergradient DT F(z) and the subgradient D~ F(x)
are not empty. We now show that F' is differentiable at x € H. Suppose, by the aim of
contradiction, that p; € D™ F(x) and p, € DT F(z) and that p; # pe. Then, for h € H, by
definition of subgradient and by Proposition 3.3.1 in [, Ch.3] (whose proof does not suffer the
dimensionality of the considered space) in the case of linear modulus w(r) = %r, r > 0, we find
(A-1) (pr. )i = |l < Fla+h) = F(x) < (pa. )i+ - |hl.

Therefore, we obtain

0> (p1 — p2, k) — cr|hly.
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Given the arbitrariness of h, we can now take h = «(p; — p2), for @« > cp so to achieve a
contradiction. Hence, p; = p2, which, using (A-1), leads to

(42) Fleth) = Fo) =l ey,
H

and therefore, in particular, to the differentiability of F' at © € H with DF(x) = p;.
We now show that DF : H — H is Lipschitz continuous. To that end, we borrow argu-

ments from the proof of Theorem 3.3.7 in [14, Ch.3], which, once more, does not suffer the

dimensionality of the considered space. By (A-2) with p; = DF(x), for any x,y € H we have
CF

(A-3) [F(y) — F(z) = (DF(2),y — 2)u| < Ely—xlfq-

Then, for each z,v,w € H, we have
(DF(z+w),0)n < Flz +w+0) = P +w) + ol
and
(DF(x),v)i > Flx +v) = F(x) = |ol}.
Hence, from the last two display equations, we obtain
(DF(z +w) — DF(z),v)g < F(z +w +v) — F(zx +w) — F(z +v) + F(z) + cp|v|%

1 1
=F(zr+w+v)— §F(x—|—2v) — §F(x—|—2w)

—F(m+w)+%F(m+2w)+%F(w)

1 1
— F(z+v)+ iF(:L‘ + 2v) + §F(SL‘) + cplvl
< 2cp (|wlfr + olE)

where in the last estimate we used the semiconcavity and the semiconvexity of F. The latter
estimate now implies the claimed Lipschitz property, since

|DF(x +w) — DF(x)|u max (DF(zx+w)— DF(z),v)g < 2cp|w|q.

B |w| a1 ol p=lw|x

APPENDIX B. SOME TECHNICAL RESULTS

Lemma B.1. Let x € H, I € Z, (Ay)nen be the Yosida approximants of A, and denote by
X1 the unique mild solution to

dX = A X0 AL+ odWy +dT,,  Xo- = € H;
that 1is,

t
(B—l) th;m’l — etA"CB + th“nﬂ _|_/ B(t_S)A”dIs, t>0.

Forp > 2 as in (2.12), for any T > 0 and for some M > 0 it holds:
1)

(i) E[supepor | X7

(ii) limppoo E[supcio.r | X757 — X710 = 0.

vl< M(l + |zl + EH Jo 9] i1l
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Proof. We start by proving (i). By (B-1), the Burkholder-Davis-Gundy inequality (see Theorem

1.111 in [27]), the fact that |etA"|£(H) < ¢ st (cf. Equation (B-14) in [27]), and an estimate
analogous to (2.10), we have, for some constant M > 0 (possibly depending on p and changing
from line to line),

E[ sup |chl
t€[0,T]

] < M(|$|§}+E sup ’/ (t= S)A”O'dW‘ ]

t€[0,T)
+E| s [ L)

< M(]x\%Jr E[/D !UU*\Ll(H)dSF + EH /OT 191,

§M<1+|x’€{+EH/OT|1§S‘H 1)

where the last expectation is finite due to the fact that I € Z (cf. (2.12)). This proves the first
claim.
As for (ii) notice that, for a constant M > 0 changing from line to line,

H

/1)

E[ sup ’anI_XmI‘p] < M( sup ‘(etAn_etA)x‘l;’{
t€[0,T] t€[0,7)

JrE tes[%pT]’/ (t An _ lt— gA)GdW) }

+E sup ‘ / (t ) An _ olt— s)A)
te[OT]

ful)

The first two addends on the right-hand side of the latter display equation converge to zero as
n 1 0o as in the proof of [27, Thm. 1.131]. In order to deal with the third addend, define

P (s) = tes{t;%] ‘ (e(t_S)A" - e(t_s)A) @s)H, s € [t,T],

which is such that ¢, (s) — 0 as n 1 co P-a.s. by [27, Prop. B.34]. Since now |1, (s)| < 2|9|#,
and, for any T > 0, [ [0s|gd|I]s < oo P-as. by (2.3) and E[| [, |J|pd|I]s|?] < oo because
I € 7, the dominated convergence theorem gives

lim E sup )/ (t 5) e(t_S)A) I,
ntoo tEOT

p
s <l E n
H} < lim sup /w

ntoo te[o T)

By arguing as in the proof of Lemma B.1(i) one can also prove the following.

Lemma B.2. Let v € H, I € T and let X®! denote the unique mild solution to (2.7); that is,
t
x5 = ety 4+ WA 4 / =944, > 0.
Let p > 2 as in (2.12). Then, for any T > 0 and for some M > 0 it holds:

)

T
E[ sup ‘le‘p] <M(1—|—]w|p —|—E ’/ ‘1§5|H
te[0,7) 0
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